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Rotating Flows

The first nine papers in this issue of the Journal of Fluids
Engineering are on the important topic of rotating flows. Some
of these papers were submitted directly to the Technical Editor
but most of them were selected from the Symposium on the
Dynamics of Rotating and Buoyancy-Driven Flows. This sym-
posium was held at the 97th International Mechanical Engi-
neering Congress and Exposition. The papers presented at the
symposium were included in the Proceedings of the Ocean Engi-
neering Division technical program, ASME publication OED-
Vol. 14, 1997. Rotating flows in containers that are induced by
rotating boundaries are important to the designer of fluid mixing
devices. These. papers are important in that the problems de-
scribed provide insight into the dynamics of vortices and the
generation of secondary flows. There are numerous problems
in fluids engineering that involve rotating boundary-driven and
buoyancy-driven flows, e.g., centrifugal materials processing
(like the growing of crystals in rotating containers), fluid mix-
ing in containers with rotating disks, pumping of fluids with
rotating blades, to name a few. Albeit important, the dynamics
of rotating fluids is a topic that has not been, in general, covered
in undergraduate engineering studies. Over the past twenty years
there has been significant advances in our knowledge of rotating
flows.

All of the papers selected for this issue of JFE describe new
and unique features that occur in confined swirling flows. The
authors provide insights into the dynamics of flows induced by
the relative rotation between confined fluids and their bound-
aries. Mullin, Tavener and Cliffe investigate the generation of
stagnation points in steady rotating flows induced by co-rotating
end walls. Their main contributions are new results for low-
aspect ratio containers and the effect of a small-radius inner
rod that rotates with the end walls on the predicted occurrence
of toroidal vortices. Lopez and Chen examine the rotating flow
induced by the rotation of the bottom of a cylinder with a free
surface. They show that surfactants can play a major role on
the secondary motions induced in the cylinder by the rotating
end wall. The paper by Hewitt, Duck, Foster, and Davis extends
a previously published theory that describes the onset of spin-
up in circular-cylinder containers to containers of more general
shape. Depending upon the structure of the density stratification
and the rotation-rate change, they show that the flow field
evolves to one of three possible states. They also present evi-
dence of a new, finite-time breakdown associated with high
Prandtl or Schmidt numbers. Hewitt, Davis, Duck, Foster, and
Smith describe the experimental part of this study. In their
papers, they examine the spin-up of stratified fluids in conical
containers. Comparisons with the theory show good agreement.
In addition to these findings, a unique filling method is described
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to create linear density stratification in containers with sloping
boundaries. This is an excellent example of a clever solution
to a design problem in fluid mechanics. The paper by Vorobieff
and Ecke describes experiments on impulsive spin-up in a cylin-
drical, Rayleigh-Bénard cell. They discovered a prominent fea-
ture of the flow morphology during spin-up; it is the generation
of axisymmetric ring-shaped regions of downwelling flow char-
acterized by a local drop in temperature and azimuthal velocity.
Mang, Minkov, Schaflinger, and Ungarish examine the problem
of particle entrainment in a flow induced by a drain. They
discuss the influence of centrifugal separation and viscous resus-
pension caused by the ‘‘bathtub’’ vortex on the influence of
gravity separation of solid impurities lighter than the embedding
fluid. The paper by Jahnke and Valentine examines rotating
flows in a cylinder induced by the rotation of both end walls
that rotate at different rates. Regions in parameter space where
multiple vortex rings are formed within the cylinder were dis-
covered. The paper by Birk and DeSpirito describes the interac-
tion between a spinning liquid film with a swirling gas in a
cylindrical vessel that models the flow in a combustion device.
Rotation of the flow is induced by introducing the liquid and
gas into the combustion chamber at an angle tangent to the
cylindrical wall. The rotating flow induced in the combustion
chamber is designed to maintain the necessary retention time
of the liquid in the chamber at any tilt angle with respect to
Earth’s gravity. D’ Agostino, d’Auria and Brennen examine the
dynamic forces experienced by the rotor of a whirling and cavi-
tating helical inducer. They show that the large reduction in
sonic speed in the bubbly mixtures used to model the cavitating
flows in high power density turbopumps significantly modifies
the whirl-induced disturbances and, hence, the rotor dynamic
forces. All of the papers are intended to introduce the reader to
some of the recent findings in rotating flows and, via the refer-
ences cited by the authors, help the reader get into the details
of this area of fluids engineering.

Daniel T. Valentine

Department of Mechanical and Aeronautical
Engineering

Clarkson University

Potsdam, New York 13699-5725

and

Craig C. Jahnke

Visiting Assistant Professor

Department of Mechanical, Aerospace, Industrial
and Manufacturing Engineering

Polytechnic University
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Modeling of Cavitation and Multiphase Flows in Complex Environments

The present issue of JFE contains several papers dealing with
cavitation and its adverse effect on the flow structure, stability,
performance and erosion in hydraulic machines. They address
a variety of issues that are representative of the difficulties
encountered while attempting to determine the occurrence and
extent of cavitation. Included are predictions of scale effects on
the rates of cavitation events, the effect of the bubble cloud on
the stability of inducers as well as the size and shape of attached
cavitation, particularly in the closure region, where the physics
is only partially understood. Modeling and measurements of
cavitation erosion, including an attempt to relate between bubble
dynamics and the extent of damage are also addressed.

Two papers deal with the effect of cavitation and bubble
clouds on the performance of hydraulic machines, a complex
problem with very few available analysis tools. Both papers
represent pioneering efforts to include the effect of cavitation
in flows that are difficult to compute, even in single-phase flows.
D’ Agostino et al. study numerically the impact of bubble clouds
on rotor dynamic forces in whirling helical inducers. They show
that the presence of bubbles significantly alters the relationship
between the forces and the whirl speed, resulting in complex
behavior that depends on excitation frequency, void fraction,
characteristic size of the bubbles and pump operating condi-
tions. Their linearized dynamics model reproduces the experi-
mental trends and provides a previously unavailable insight
on an extremely complex phenomenon. The second paper, by
Hirschi et al., is an attempt to compute the extent of attached
cavitation and its effect on the performance of centrifugal
pumps. Their analysis starts with a model for the shape of the
sheet cavitation on the impeller blade that is based on the growth
and collapse of semi-spherical bubbles. Then, the authors deter-
mine the shape of the cavity by bending the stream lines to
create a free surface with constant pressure. These models are
combined with RANS calculation of the flow within the impel-
ler and the diffuser. In some cases the results agree with experi-
mental data and in others, there are discrepancies. Nevertheless,
this approach seems promising.

Cavitation erosion, a major problem in hydraulic machines
and propellers is dealt with in two papers. Soyama et al. describe
and calibrate a transducer for measuring the high intensity dy-
namic loading generated by collapsing cavitation bubbles on a
surface. The device is based on PVDF and has excellent me-
chanical properties, high resonant frequency, small size, but
high piezo-electric stress constant. They determine the impact
area by measuring the size of the erosion pits on the surface of
the transducer. Together with the amplitude of the signal they
can calculate the impact pressure. Pereira et al. develop an
energy approach to prediction of cavitation erosion which is
based on the transfer of energy from the cavitation to the mate-
rial. They determine the energy spectrum of leading edge cavita-
tion by measuring the rate of bubble production and the volume
of vapor cavities, using stereo photography. After determining
the effect of various flow parameters on the cavitation energy
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spectrum, it is compared to the material deformation energy
spectrum. The result is a remarkable proportionality relation-
ship, which then leads to an estimate for the erosive ‘‘effi-
ciency’’ coefficient of collapsing bubbles. Interestingly, the ef-
ficiency is very low, in the 10 °-10* range. This unique ap-
proach, which is based on an idea introduced originally by
Hammitt, provides a quantitative method relating the occurrence
of cavitation and the resulting damage.

Liu and Brennen estimate the rate of ‘‘traveling bubble’’
cavitation events based on the flow structure and measured
population of free-stream nuclei. Their model includes the po-
tential flow and boundary layer around an axisymmetric body,
the relative motion between the bubble and the liquid due to
pressure gradients near the stagnation point (commonly termed
as screening effect), residence time of the bubble in the region
with local pressure below the vapor pressure, the observed bub-
ble size and the impact of bubble growth on neighboring nuclei.
Their model reproduces some of the measured trends, but over-
predicts the rate of cavitation event. Also, the measured increase
in rate of cavitation events with decreasing velocity is not repro-
duced and remains unexplained. This latter disagreement high-
lights that some fundamental components of the puzzling scal-
ing trends of cavitation remain unexplained.

Still in the area of multiphase flows, two additional papers
focus on mixing and entrainment in liquid—gas interfaces. A
paper by Brattberg et al. provides data on the entrainment of
air bubbles by two dimensional jets discharging into the atmo-
sphere. Using conductivity probes they show that air diffusion
starts rapidly downstream of the nozzle. The dimensionless bub-
ble flux is independent of the jet velocity but strongly depends
on the dissolved air content. A simple diffusion model, with
empirically-determined diffusion coefficient, reproduces the ob-
served trends. The second paper by Birk and DeSpirito deals
with the interaction of a spinning liquid film with a swirling
gas in a cylindrical vessel. It is included in this issue ahead of
the paper by d’Agostino et al. because it is also grouped with
the rotating flow papers. Their experimental and computational
efforts attempt to simulate the flow conditions in the ignition
chamber of a liquid-propellant gun. Both the liquid and the gas
are injected tangentially into the chamber. Liquid entrainment
and atomization occurs, creating a swirling, transonic two-phase
flow. The observations and simulations show that the liquid is
sheared unevenly by the gas and forms twisting cellular struc-
tures. Part of the sheared liquid is entrained by the swirling gas
and is deposited in other locations. The numerical results show
only qualitative agreement with the experimental data.

Joseph Katz

Department of Mechanical Engineering
Johns Hopkins University

122 Latrobe Hall

3400 N. Charles Street

Baltimore, MD 21218-2686
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Coupling Between a Viscoelastic
Gas/Liquid Interface and a
Swirling Vortex Flow

While the structure and dynamics of boundary layers on rigid no-slip walls in rotation
dominated enclosed flows are still an area of active research, the interactions between
rotating or swirling flows with a free surface have received comparatively less atten-
tion. For the most part, investigations in this area have been focused on clean free
surfaces, which may be treated as stress-free. However, in most practical situations
the surface is rarely clean, and even under laboratory conditions, it is quite difficult
to achieve a clean free surface. Most impurities in liquids are surface active, and
hence the name surface active agent or surfactant. These surfactants tend to establish
an equilibrium surface concentration which alters the interfacial tension and interfa-
cial viscoelastic properties of the gas/liquid interface. The coupling between the bulk
swirling flow and the interface is provided via the tangential stress balances, and
these stresses on the interface are dependent upon the surface concentration of
surfactant, which in turn is altered by the interfacial flow. Forces acting on the
interface include surface tension gradients (elastic) and the viscous resistance to
shear and dilatation. These viscoelastic properties vary with the surfactant concentra-
tion on the surface. Here, we present numerical studies of flow in a cylinder driven
by the constant rotation of the bottom endwall with the top free surface being contami-
nated by a Newtonian surfactant. Comparisons with a clean free surface and a no-
slip stationary top endwall provide added insight into the altered dynamics that result

J. M. Lopez

Associate Professor,
Department of Mathematics,
Arizona State University,
Tempe, AZ 85287

J. Chen

Staff Scientist,
COMSAT Laboratories,
22300 COMSAT Drive,
Clarksburg, MD 20871

Jfrom the presence of a small amount of surfactant.

1 Introduction

Many geophysical and industrial flows are dominated by gas/
liquid interfaces. Gas/liquid interfaces in general, and the ocean
surface in particular, are rarely free of surfactants. The amount
of surfactant required to have a significant effect on the hydro-
dynamic behavior of the interface can be as low as a fraction
of a kg km™2, and the surface tension may be halved with 1 kg
km™? of many surfactants. At these concentrations, surfactants
form an expanded monomolecular surface film or monolayer.
Surfactants make the interface not only elastic (surface tension
variations as a result of variations in the surfactant surface
concentration), but also give it surface (or excess) viscosity,
which can be many orders of magnitude larger than the viscosity
in the bulk multiplied by an appropriate bulk flow length scale
(Hirsa et al., 1997a). In many fluid dynamic systems which
have a gas/liquid interface (even when the ratio of inertial to
surface tension forces is large), the transport of mass, momen-
tum, and energy is strongly influenced by the viscoelastic nature
of the interface; for high Reynolds number flows see Hunt
(1984), Asher and Pankow (1991), Hirsa et al. (1995), and
for low Reynolds number flows see Grotberg (1994).

In recent years it has been demonstrated that at any instant,
the bulk flow near an air/water interface with surfactant is
described by interfacial boundary conditions ranging from a
clean free surface to a state with characteristics similar to that
of a solid wall (Tryggvason et al., 1992; Tsai and Yue, 1995).
The variations in the interfacial boundary conditions are depen-
dent on the concentration levels and viscoelastic properties of
the surfactant. Furthermore, not only does the presence of a
surfactant alter the subsurface flow, but also the subsurface flow
alters the conditions on the surface, primarily by redistributing

Contributed by the Fluids Engineering Division for publication in the JOURNAL
oF FLUIDS ENGINEERING . Manuscript received by the Fluids Engineering Division
November 5, 1997; revised manuscript received July 13, 1998. Guest Editor:
D. T. Valentine.
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the surfactant on the interface and to/from the bulk. This leads
to a coupled nonlinear system rich in dynamical behavior.

We address not only the influence that the interfacial stress
imparts upon the hydrodynamics in the bulk, but also the influ-
ence of the bulk flow on the dynamics of the interface. When
the interface is covered by surfactants, a boundary layer (com-
parable to the boundary layer on a solid wall) can form at the
interface with both elastic and viscous properties. The formation
of the free surface boundary layer significantly increases wave
damping; it also alters gas transfer rates, reduces turbulence
by shedding surface parallel vortices, and tilts surface-normal
vorticity, among other effects. It is essential to understand this
dynamic nonlinear coupling between the interior flow and the
surface processes in order to be able to interpret observations
of surface flows and to develop predictive capabilities for both
the surface and the subsurface flows.

Studies incorporating the hydrodynamic coupling with the
interface have typically included the elastic effects due to sur-
face tension variations (e.g., Foda and Cox 1980; Wang and
Leighton 1990; Tryggvason et al.,, 1992; Ananthakrishnan and
Yeung, 1994; Grotberg, 1994). These studies considered the
interface itself as being inviscid. The experiments of Hirsa et
al. (1995) showed that in flows where the surface velocity
field is solenoidal, the surface shear viscosity has a significant
influence on the subsurface velocity field. The surface shear
viscosity is a relatively easy property to measure, however ex-
periments (Maru and Wasan, 1979) have shown that the surface
dilatational viscosity may be several orders of magnitude larger
and is a difficult property to quantify (Edwards et al., 1991).
The recent study by Tsai and Yue (1995) included for the first
time both surface viscosities in hydrodynamic computations of
the interactions of surface-parallel vorticity with a contaminated
air/water interface in planar two-dimensional flows. However,
they treated these as constant coefficients whereas it is known
(Maru and Wasan, 1979; Tsai and Yue, 1995) that these quanti-
ties vary with, amongst other things, the surface concentration

DECEMBER 1998, Vol. 120 / 655
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Fig. 1 Schematic of the model flow

of the surfactant. Further, in the flows they considered the sur-
face velocity is everywhere normal to the surface vorticity and
both are tangent to the surface. Here, we consider flows where
the inner product of surface velocity and surface vorticity is not
identically zero, and also the surface viscosities are functions
of surface concentration. We derive the appropriate interfacial
conditions by balancing the tangential stresses at the interface,
written in terms of the surface vorticity, and couple these to a
Navier-Stokes solver for the whole flow. The formulation is
applied to a model problem that is chosen to isolate and high-
light individual processes. The model problem is that of flow
in an open cylinder driven by the constant rotation of the bottom
endwall with the top free surface covered by a monolayer of
insoluble surfactant. A schematic is given in Fig. 1.

It is often seen that the elastic effects, due to surface tension
gradients, lead to flow instability (Sternling and Scriven, 1959),
" and that interfacial viscosity effects tend to damp these instabili-
ties. This is generally true when the vorticity in the bulk flow
is predominantly surface-parallel. However, when the vorticity
near the interface is predominantly surface-normal, the interfa-
cial viscous effects dominate the dynamics. The interfacial
viscous effects provide a mechanism for the tilting of surface-
normal vorticity, in an analogous manner that molecular viscos-
ity does at a rigid wall, and leads to secondary motions, bound-
ary layer formation, boundary layer separation, internal shear
layers, etc. Once the surface-normal vorticity is tilted into sur-
face-parallel vorticity, the elastic effects at the interface also
come into play, and there is a dynamic interaction between the
elasticity and the viscosity on the surface and the vortical flow
in the bulk.

2 Interfacial Rheology and the Development of
Boundary Conditions for Vorticity at a Contaminated
Interface

We shall be concerned here with non-deforming surfaces,
i.e., negligible Froude number flow. The physical flows that
this formulation is primarily being derived for involve very little
free surface deformation regardless of the amount of surfactant
(Spohn et al., 1993). Also, we consider here axisymmetric
flow as it contains the hydrodynamics of interest (both surface-
normal and surface-parallel vorticity, and the turning and
stretching of vorticity).

The governing equations are the axisymmetric Navier-Stokes
equations, together with the continuity equation and appropriate
boundary and initial conditions. Using a cylindrical polar coor-
dinate system (r, 8, z) and the Stokes streamfunction s, the
nondimensional velocity vector is u = (u, v, w) = (—1/rdys/
Oz, T'/r, 1/rOy/8r) and the associated vorticity vector is @ =
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(—=1/rol'1 0z, n, 1/r0T'/0r). The nondimensional axisymme-
tric Navier-Stokes equations are:

pr 1 _,
DU _ 1 gy, 2.1
Dr Re V* (21
Dnp noy 10T* 1 2 n
U SN S ~1Y), @2
Dt r*8z r® 8z Re v r? (2.2)
where
ngw:‘rna
Re = QR?/v,
D_06_ 10 190
Dt 8 rdzOr rOrog’
o? 0? 10
29 9 19
v 8z or* ror’
o? o? 10
A
8z  Or* ror

v is the kinematic viscosity, 1/£2 is the time scale and R is the
length scale, where § rad s~' is the rate of rotation of the
bottom endwall and R is the radius of the cylinder, which is
filled to a depth H.

We begin our treatment of the interface by considering the
Boussinesq-Scriven surface fluid model (Boussinesq, 1913;
Scriven, 1960; Slattery, 1990):

T = (0'* + (Kf'Y - /'Lx)divs ﬁs)ls + 2IJ‘SDS’ (2'3)

where the surface stress tensor T is described as a linear func-
tion of the surface rate of deformation tensor

2D = (V' I, + L+ (V,05)7).

In this constitutive equation, «* is the surface dilatational viscos-
ity, p’ is the surface shear viscosity, o* is the thermodynamic
interfacial tension, ii” is the surface velocity, div; is the surface
divergence operator, V, is the surface gradient operator, and I
is the tensor that projects any vector onto the interface. The
surface stress 7 can then be expressed as (Slattery 1990):

T = V,o* + V,((«¢’ — p*)div, i)
+ 2(Vu')- D° + 24 divy D°.

Noting that there is no slip at the interface, so the tangential
component of fluid velocity is continuous across the interface,
we balance the above surface stresses with the corresponding
components from the bulk flow, using cylindrical polars and
nondimensionalizing o* with o,, a characteristic value of the
surface tension, so that o = o*/0;, and putting A\, = u'/uR,
A = k*/uR, and A, = N + N, where 4 is the shear viscosity
of the bulk fluid, the nondimensional stress balance in the azi-

muthal direction is
or or 14r o) ) R
h "( r8r>+ or <8r r)’ 24

8z "o

and in the radial direction

B0 1 0% 1 8%
= Ca A )\'K+ S A AT
K or “(rz ordz v 6r282>
1 0% Oher, | 2 O ON,
o DY Py ST (g5
r Ordz Or r’ 8z Or (25)

where C, = o,/ uf)R is the capillary number.
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Fig. 2 Nonlinear equations of state for various surfactant/water sys-
tems; symbols are experimental measurements of Kim (1996) and solid
lines correspond to model Eq. (2.6)

Equations (2.4) and (2.5) represent the balance of forces on
a surface element resulting from viscous traction or shearing
stress from the bulk, surface tension (or surface pressure) gradi-
ents, and surface viscosity effects. Their solution for I" and 7
on the interface provide the boundary conditions for the bulk
flow Egs. (2.1) and (2.2). Note that Egs. (2.4) and (2.5) are
also coupled to the bulk flow through normal derivative terms
in " and ¢, respectively, at the interface. It is clear that the
stress balance in the azimuthal direction does not include any
elastic term, only surface shear viscosity terms. If the flow near
the interface is purely azimuthal, i.e. y = n =0, " # 0, and
the vorticity in the bulk is initially normal to the interface, then
if the surfactant system has a very small surface shear viscosity,
the flow behaves as if the surface is clean, regardless of the
elastic properties of the surfactant. This was dramatically dem-
onstrated in recent experiments (Hirsa et al., 1995).

The surface tension, o*, and the surface shear and dilatational
viscosities, p’ and «°, depend on the thermodynamic state of
the interface and thus are functions of the surface concentration
of the surfactant, ¢*, Most previous theoretical considerations
have used a linear equation of state, i.e. o* « ¢*, and have either
set ' and k* to zero, or by linearizing about an equilibrium state
have taken them to be constant coefficients. These linearizations
are strictly only valid about an equilibrium concentration level.
In problems where there is significant surface velocity, the con-
centration can be locally far from equilibrium and the nonlinear-
ity of the equation of state and variations in x* and «* with
surfactant concentration need to be taken into account.

Experiments (Gains, 1966; Poskanzer and Goodrich, 1975;
Kim, 1996; Hirsa et al., 1997b) have measured the equation of
state for a variety of surfactant/water systems (stearic acid,
hemicyanine, and oleyl alcohol), and they can be modeled by
an equation

[
o* — o, = — s tan ! ﬁ(c——?—'> , (2.6)
T i

where the dimensional surfactant concentration, ¢ *, and surface
tension, o*, are to be nondimensionalized by ¢; and o;, the
concentration and surface tension at the inflection point of the
equation of state, respectively; ¢ is the saturation surface pres-
sure, i.e. the range in surface tension between that of a clean
air/water interface and that of the surfactant-saturated interface.
1t should be noted that the extrapolation of this model to large
¢*, as suggested in Fig. 2, is dangerous as many surfactant
systems, and in particular stearic acid/water and hemicyanine/
water, may undergo molecular reorientation or phase changes
for increasing ¢*. We characterize a surfactant system by two
parameters, a Marangoni number M = —(c¢;/0;)(8c%/0c*)
evaluated at ¢* = ¢; and 8 = Mno,; /6.

Journal of Fluids Engineering

For the surface dilatational viscosity «°, there is no generally
accepted measurement over a range of surfactant concentration
(Edwards et al., 1991). For now, we will model both y* and
k* with p*(c*) and k*(c*) = 0 as ¢* — 0, and both u'(c*)
and x°(c*) — constant as ¢* — o, A simple ad hoc function
for the dimensionless surface viscosities A,(¢) and N\ (c¢) will
be used in this initial study:

4 c
Mo e M AT

2.7

where A\ .(c¢) = A, and A\, (¢) > A, as ¢ > o,
For insoluble surfactants on a nondeforming interface, the
transport equation of ¢ is given by

Qﬁ + Vs (cu’) = !

Vic,
ot Pe®

(2.8)

where Pe* = QQR/D" is the surface Peclet number and D" is the
coefficient of interfacial diffusivity, and u* is the dimensionless
surface velocity, using QIR as the velocity scale. Equation (2.8)
is solved, along with the evolution equations for " and 7 in the
interior, with 9¢/9r = 0 at r = 0 and 1, to give ¢(#) at each
time level, from which d¢/0r is obtained. The boundary condi-
tions on ¢, together with # = 0 at r = 0 and 1, ensure that the
insoluble surfactant is conserved on the enclosed domain r €
[0, 1]. The term o /Or in (2.5) can be obtained from do/0r =
doldcOclOr, where do/dc is determined from the appropriate
equation of state and dc/0r from (2.8). The gradients O\ /Or
and O\,/O0r in (2.4) and (2.5) are obtained in the same fashion
using the model Egs. (2.7).

3 Coupling of the Interface Dynamics to the Bulk
Flow

The axisymmetric Navier-Stokes Egs. (2.1) and (2.2) are
solved using a second-order accurate in both time and space
finite-difference scheme. Second-order central differences are
used for all terms except the time derivatives. The advection-
diffusion equation for c is also discretized in space using central
differences in r and second-order one-sided differences in z
at the interface. A two-stage second-order predictor-corrector
scheme is used for temporal evolution; the scheme is essentially
the same as that previously used in related problems (e.g., Lo~
pez, 1990, 1995; Lopez and Weidman, 1996; Lopez and Shen,
1998), with the distinction being the implementation of the
interfacial conditions.

The gas/liquid interface is treated as nondeforming, so that
it is a flat stream-surface. The surface boundary condition on
i is that ¢ is constant and continuous with the flow on the axis.
We can take ¢y = O on the surface. That leaves 7 and T", and
their boundary conditions are given by the solutions to (2.4)
and (2.5). In the explicit scheme used, n and I" on the interior
grid points are updated to the new time-level first. Then the
left-hand side of (2.4) can be written as a second order one-
sided difference approximation to the normal derivative. This
approximation is in terms of the just updated values of I" one
and two grid points in from the surface and the yet unknown
value of I on the surface. Equation (2.4) then becomes a sec-
ond-order ordinary differential equation for I" on the surface,
with T" = 0 at r = 0 and 1. Using second-order central differ-
ences, this results in a tridiagonal system and is readily solved
by standard techniques (e.g., LAPACK routines).

The boundary condition on 7 is a little more involved. The
viscous terms couple the surface condition with the recently
updated interior flow (as in the case for I' above). Here, we
first compute 9y/0z on the surface using second-order one-
sided differences of the solution to Vi = —rn with the updated
7 on the right-hand side. Then, 8(8y/8z)/0r and 8* (9! 8z)/
Or? are formed using center-differences and one-sided differ-
ences at r = 0 and 1. In this way, the viscous contribution to
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Fig. 3 Influence of different initial uniform concentrations on (a) the
elastic production of surface azimuthal vorticity and (b) the redistribution
of surfactant for a surfactant system with the hemicyanine/water equa-
tion of state, neglecting surface viscosity effects, at steady state for
Re = 2126, H/R = 2.5

1 on the surface is calculated. The elastic contribution (both
the viscous and the elastic contributions are imposed simultane-
ously) requires information concerning the surface tension gra-
dients 0o /0r.

4 Results

In our model problem, the fluid in the open cylinder is initially
at rest. Before any fluid motion, the surfactant is uniformly
distributed on the free surface. The initial concentration of sur-
factant, ¢, is low enough to be considered as a monomolecular
layer (monolayer). Note that in general ¢, #+ 1. At ¢t = 0, the
bottom endwall is impulsively set to rotate at constant angular
speed 2. An Ekman boundary layer develops on the rotating
disk with thickness of O(Re ~'/?), This rotating boundary layer
sends fluid radially outwards in a spiraling motion while draw-
ing fluid into it from above. A sidewall boundary layer is also
established. In time, fluid with angular momentum reaches the
vicinity of the surface covered by the surfactant monolayer,
where it is turned and advected towards the center. This flow
results in a nonuniform distribution of the surfactant, with an
accumulation of the surfactant near the center.

4.1 Nonlinear Equation of State Effects and Elastic In-
terfaces. Herein, we use three different insoluble surfactant
groups, stearic acid, hemicyanine, and oleyl alcohol with water
as the bulk fluid. Molecules within a monolayer at a gas/liquid
interface can exist in different states, analogous to three-dimen-
sional liquid, solid, or gas states (Adamson, 1982). Stearic acid
is a solid-like surfactant (Gains, 1966) with relatively large
viscosities, hemicyanine is known (Hirsa et al., 1995) to change
from liquid-like to solid-like behavior at large concentration,
and oleyl alcohol is a liquid-like surfactant with low viscosities
but strong elastic behavior. For stearic acid/water M = 0.43
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Fig. 4 Influence of different equations of state on {a) the elastic produc-
tion of surface azimuthal vorticity and (b) redistribution of surfactant
{co = 0.5), at steady state for Re = 2126, H/R = 2.5

and B8 = 5.62, for hemicyanine/water M = 0.51 and § = 3.90,
and for oleyl alcohol/water M = 0.72 and § = 3.27.

We first investigate the elastic effects of surfactants caused
solely by surface tension gradients. In general, the elasticity of
the surface depends strongly on both the composition of the
surfactant, as well as the surfactant concentration. The influence
of the initial surfactant concentration on a system with an equa-
tion of state corresponding to hemicyanine is shown in Fig. 3
(note that here we only consider surface tension gradient effects
and are setting the interface to be inviscid, i.e., elastic; Section
4.2 treats the viscoelastic case incorporating the surface viscosi-
ties). The presence of surfactants generally lowers the local
interfacial tension, and the variation in surfactant concentration
gives rise to surface tension gradients and establishes a closed-
loop interaction among the hydrodynamic motion, surfactant
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Fig. 5 Influence of surface shear and dilatational viscosities on the pro-
duction of surface azimuthal vorticity for Re = 2126, H/R = 25, M =
0.43, B = 5.62, Pe® = 500, and ¢, = 0.5: (a) elastic interface, A, = A, =
0.0; (b) viscoelastic interface A, = 1.0 and A, = 5.0

Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.146. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



5.62,

0.43, g

0, and A, = 0 (elastic)

Fig. 6{c) Contours at steady state of y;, 1, and I" for Re = 2126 and

H/R = 2.5 for surfactant contaminated top with M

2126 and

2.5 for a no-slip stationary top

Fig. 6(a) Contours at steady state of , u, and I for Re

H/R

2126 and

and I’ for Re

2

2.5 for a clean stress-free top surface

Fig. 6(b) Contours at steady state of ¢,

H/R

5.62,

and I" for Re = 2126 and

H/R = 2,5 for surfactant contaminated top with M = 043, g

Fig. 6(d) Contours at steady state of i, 7,
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near the interface redistribute the surfactant. The flow near the
interface consists primarily of a swirling flow spiraling radially

concentration, and surface tension. This is referred to as a Ma-
rangoni effect. We observe in Fig. 3 (a) that an azimuthal com-
ponent of vorticity is produced on the surface. At larger initial

1993 and Lopez, 1995)

ds. For a clean interface, conservation of angular momen-
tum (see discussions in Spohn et al.,
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leads to a recirculation cell attached to the interface near the
axis, where the radial flow on the interface is outwards. With
elastic interfaces, similar behavior is found. The redistribution
of surfactant by advection is resisted by diffusive processes (all
cases in Fig. 4 had a surface Peclet number of 500) and the

elastic force due to surface tension gradients. We see that the

Of the three surfactant systems considered, oleyl alcohol/
water has the strongest elastic behavior and stearic acid the

2.5 flows with
ith a clean interface and

reach steady state within one or

two hundred rotations of the bottom endwall. All the cases

2126, H/R

all three systems,.as well as flows w
with a stationary no-slip top,

weakest (see Fig. 2). For Re

d) suffers the most redistribution,

with the outer part of the interface (» > 0.8) being virtually
clean and there is a corresponding large build up of surfactant
for r < 0.1 where the level is well beyond saturation, i.e. surface
tension gradients vanish. So, even though there are strong varia-

tions in concentration throughout 0 =

ic aci

least elastic system (stear

ted using a uniform grid with

91 radial and 226 axial nodes and a time increment of 1072.

shown in this paper were compu

These spatial and temporal resolutions were previously found
(e.g., Lopez, 1990, 1995) for the rigid top and stress-free sur-
face cases to give grid independent results. Tests with the elastic

r = 1 for stearic acid,

and viscoelastic surfaces also indicate that these resolutions are
adequate. The steady-state distribution of the surface azimuthal

to 0.35 < r < 0.65 due to the nonlinearity of the equation of

the elastic production of surface azimuthal vorticity is restricted
state,

vorticity for the three surfactant systems (due only to elastic

4(a), along with the

ig.
corresponding distribution of surface concentration of the sur-

F:

18 given 1n

terfacial processes) i

m

For the more elastic cases, the redistribution of surfactant is
far less and is everywhere below saturation levels. The outer

factants in Fig. 4(b). The initial uniform concentration was ¢,

the presence of surfac-

0.5. In considering elastic interfaces,
tants has no direct influence on I" at the interface and 7 is only

parts of the interface are still cleaned somewhat, but the produc-
tion of surface azimuthal vorticity is more wide spread, although

stearic acid. The recircula-

at a lower peak intensity, than with

affected through the surface tension gradients. The bulk motions
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tion near the axis leads to a reversal in the concentration gradient
there and the production of negative surface azimuthal vorticity.
The same would have occurred with stearic acid if the concen-
tration there had not been at saturation levels. This suggests,
that in these type of flows, a build up of a boundary layer type
flow near the axis would be more pronounced for lower initial
concentration levels ¢.

4.2 Viscoelastic Interfaces. The discussion so far has
concerned elastic interfaces, where we have artificially set the
surface shear and dilatational viscosities to zero. Now, we in-
clude their dynamic effects via the model Eq. (2.7). In this
study, we use this ad hoc model as the available rheological
information needed is lacking. Incorporating surface shear and
dilatational viscosities according to (2.7) with A, = 1.0 and A,
= 5.0, we first investigate how this influences the production
of surface azimuthal vorticity for a surfactant system with the
equation of state corresponding to stearic acid.

The inclusion of surface viscosities results not only in a quan-
titative change, but also a qualitative change in the characteris-
tics of the flow. The production of surface azimuthal vorticity
is shifted and extended over a much broader central area (see
Fig. 5). A number of factors are at play here, all interacting
nonlinearly. Whereas for the elastic case the only contribution
to 1 on the surface comes from surface tension gradients, in the
viscoelastic situation the right-hand side of (2.5) includes a
viscous contribution due to the surface flow and the bulk flow
near the surface. Also, the right-hand side of (2.4) is no longer
zero, and this leads to vortex line bending at the surface (8T'/
Oz # 0) which contributes to the production of 5 via the —1/
r?0I'%/ 8z term in (2.2). Note that this vortex line bending at
the interface, i.e. vortex lines not meeting the interface normally,
is only possible for viscous interfaces, regardless of the concen-
tration level. These surface viscosity-influenced productions of
surface vorticity alter the surface flow and result in a different
distribution of surfactant concentration, which in turn alters the
distribution of surface tension gradients. All of these processes
are coupled nonlinearly; they affect not only the surface flow
and the bulk flow immediately adjacent to the interface, but
also produce large scale global changes in the bulk flow.

In order to gain an impression of the global effects of a
viscoelastic interface, we compare the steady state flow when
the top is stationary no-slip, a clean free surface, surfactant
contaminated with M = 0.43, § = 5.62, Pe’ = 500, A, = 5.0,
and A, = 1.0 (viscoelastic), and A, = A, = 0.0 (elastic). The
corresponding contours of ¢, n, and I are presented in Fig. 6.

On the no-slip stationary endwall the fluid separates at r =
0 and a central vortex is formed whose core size depends on
the thickness of the boundary layer from which it emerged
(Fig. 6(a)). For a clean stress-free top surface there is a large
recirculation zone on the axis attached to the free surface, pro-
ducing a reversed (directed radially outwards) surface flow near
the axis (Fig. 6(»)). The boundary layers caused by the accu-
mulation of surfactant materials are shown in Figs. 6(c) and
6(d). When the surface viscosities are set to zero, the elastic
production of surface azimuthal vorticity is localized (Fig.
6(c)). Comparing the elastic case with the clean surface case,
we find that the presence of inviscid surfactants has virtually
no effect on I'; whereas, the viscous contributions are seen to
cause substantial vortex line bending, particularly for r < 0.65
where the concentration of surfactant is largest in the viscoelas-
tic case (Fig. 6(d)). Note that if the flow were planar two-
dimensional, there would be no flow component corresponding
to I', and hence the surface vorticity production associated with
vortex line tilting, i.e., 8I'/0z # O at the interface, which is
only active for viscous surfactants, would not exist. So, if the
flow is planar two-dimensional, this mechanism of surface vor-
ticity production, whose predominance depends on the viscous
nature of the interface, is not present regardless of how viscous
the interface may be. For planar two-dimensional flows, the
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vorticity has only one nonzero component and it corresponds
essentially to 7 in the present axisymmetric flow, so surface
viscosity effects will also be present in planar two-dimensional
flows via the corresponding viscous terms in (2.5).

In comparing all four cases shown in Fig. 6, it is very striking
that although the elastic production of surface vorticity is active
with inviscid interfaces, it only produces a very localized effect
and the resultant bulk flow is a small perturbation away from
that when the surface is stress-free. However, inclusion of the
surface viscosity terms causes a dramatic global change in the
flow. The surface layer that results is as intense as the boundary
layer due to the stationary no-slip top. The resultant bulk flow is
very similar to that of the no-slip case, but the vortex breakdown
recirculation cells on the axis are more intense for the viscoelas-
tic case. In fact, although the same Re is used in both cases,
the viscoelastic surfactant bulk flow has characteristics of a bulk
flow with a no-slip top at a higher Re.

5 Conclusions

The viscoelastic effects due to the presence of insoluble sur-
factants on the surface of a swirling vortex flow have been
investigated numerically. The hydrodynamic coupling between
the bulk swirling flow and the surfactant-covered surface flow
is provided via the tangential stress balance at the interface, and
this balance is dependent upon the surface concentration of
surfactant, which in turn is altered by the interaction of bulk
and surface flows. The viscoelastic properties of surfactants
are functions of the surfactant concentration, for which we are
presently using ad hoc models until they are determined experi-
mentally. We investigate not only the elastic influence caused
solely by surface tension gradients of different surfactant groups
and surfactant concentration, but also surface viscosity effects
caused by both surface dilatational and shear viscosities. Com-
parisons among stress-free clean top surfaces, no-slip tops, and
contaminated surface flows provide a first look at the dynamics
of flows where the inner product of the surface velocity and
surface vorticity is not identically zero and the surface viscosi-
ties are treated as functions dependent upon the surfactant con-
centration. It is clear from this preliminary investigation that
the viscous properties of a surfactant influenced interface can
have a dramatic quantitative and qualitative impact on both the
interfacial and the bulk flows, not only local to the interface,
but also globally. This is so even at relatively low concentration
levels of surfactant. In a future study, we will include soluble
surfactants, deforming free surfaces, as well as incorporating
empirically determined viscoelastic properties of the surfactants
into our numerical simulation.
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Nonlinear Spin-Up of a Rotating
Stratified Fluid: Theory

We consider the boundary layer that forms on the wall of a rotating container of
stratified fluid when altered from an initial state of rigid body rotation. The container
is taken to have a simple axisymmetric form with sloping walls. The introduction of
a non-normal component of buoyancy into the velocity boundary-layer is shown to
have a considerable effect for certain geometries. We introduce a similarity-type
solution and solve the resulting unsteady boundary-layer equations numerically for
three distinct classes of container geometry. Computational and asymptotic results
are presented for a number of parameter values. By mapping the parameter space
we show that the system may evolve to either a steady state, a double-structured
growing boundary-layer, or a finite-time breakdown depending on the container type,
rotation change and stratification. In addition to extending the results of Duck et al.
(1997) to a more general container shape, we present evidence of a new finite-time
breakdown associated with higher Schmidt numbers.
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United Kingdom

1 Introduction

The transient response of a contained fluid undergoing a spin-
up from a state of rigid body rotation has been discussed for
both homogeneous and stratified fluids; see for example,
Greenspan and Howard (1963), Pedlosky (1967), Walin
(1969), and Spence et al. (1992). However, conclusions drawn
from investigations into the stratified spin-up problem have been
based on containers with vertical walls.

Duck et al. (1997), subsequently referred to as DFH, consid-
ered the nonlinear boundary-layer problem for a conical con-
tainer of viscous, stratified fluid, showing that the evolution for
a fixed Schmidt number (the ratio of the two coefficients of
momentum and density diffusion) could be entirely classified
according to just two parameters. The parameters involved were
shown to be the initial rotation rate (denoted by W,, which was
taken to be positive, with a final rotation rate nondimension-
alized to unity) and a ‘‘modified Burger number’’ that was
defined in terms of the Burger number, the angle of the sidewalls
to the horizontal, and the boundary-layer edge conditions. The
parameter space was shown to have well-defined boundaries
that separated three distinct regions in which the governing
equations evolved to either a steady state, a growing boundary-
layer or a finite-time singularity.

In this paper, we extend the analysis presented by DFH to
more general forms of axisymmetric container. The analysis is
presented for nonlinear changes in the rotation rate (of either
sign) but we do restrict the final rotation to be in the same
sense as the initial rotation; this is not a conceptual restriction
however, Figures 1(a) - (c¢) show the three distinct cases that
we consider; these are containers that have a cross-sectional
shape defined by z = R® in a cylindrical polar coordinate system
(R, z, \). The case considered by DFH corresponds to Fig.
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1(b) (their analysis uses « to denote the quantity shown as &
in the figure). We distinguish the cases according to the sign of
(1 — a) since it is this quantity that determines the appropriate
solution expansion away from the ‘‘apex’’ of the container.
The governing boundary-layer equations are as given b
DFH, "

gtr+(q‘v)vr_%+%=%g;lz’—Bsin&, 2)
%iw <q~V)v¢+@=%ZZZ’, 3)
%—?+(q-V)B—Sv,sin&=é%§%§, (4)
q'VEv,£+v—:~a%, (5)

with boundary conditions B/06 = v, = v, = 0, v, = rw(t) on
6 = 0, and with prescribed edge conditions as § = ~o. The
reader is referred to DFH for details of the non-dimensionalisa-
tion. We have used a spherical polar coordinate system (r, 6%,
@) centerd on the ‘‘apex,”” in which r is ‘a radial coordinate
relative to the axis of rotation, ¢ is an azimuthal coordinate and
g is a scaled boundary-layer coordinate (where #(v/QR*)'? =
6% — (/2 — tan™" R*"")). Here % and Q are a characteristic
length scale and rotation rate, and v is the kinematic viscosity
of the fluid. In (2) - (5), & denotes the local angle between the
container and the horizontal, B is the buoyancy, S is a Burger
number and w(t) is the angular frequency of the container
(which we take to be an impulsive change from W, to unity at
t=0).

In the following sections we discuss the a > 1 case (in
Section 2) and the @ < 1 case (in Section 3), which contains
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Fig. 1 The container geometries

two sub-cases that are discussed in Section 3.1 and Section 3.2.
Finally, in Section 4, we compare the evolution type found in
each case with that found for the conical container (correspond-
ing to @ = 1) considered by DFH. The notation used in each
section is defined independently.

2 The « > 1 Container

A sensible balancing of terms in the boundary-layer equa-
tions, (2)—(5), for a container of the type shown in Fig. 1(a)
leads to the following scalings as r —

U= rFOTNO, ) + ..., v = WO, )+ ..., (6)
Vg = r¥O XY@, 1) - OU®, 1) + ..., 7
B = r¥O ' B(@, 1) + ..., (8)

where ® = r. The above expansions follow directly from the
scaling R ~ r'/* with & — = /2. Substitution of these expansions
yields a set of governing equations within the boundary layer,
which can be simplified by introducing

B(©) = B¥(®) — (W2 - B,), U(®)=aU*®), (9)
V(0) = VaV¥®), W(®)=W*®), (10)

where § = a?S*, @, = ©/Va and T = t/a. These substitutions
effectively remove P and « from the boundary-layer equations.

The boundary conditions for this system are U* = V* = B¥
=0, W*=10on0® =0, and U* >0, W* > W,, B¥ > W2,
as @ - —oo,

The azimuthal momentum equation is reduced to the heat
equation, therefore therg are no steady-state solutions to this
problem for a general W,. Numerical investigations for $* >
0, W, > 0 suggest that the system always evolves to a growing
boundary layer. The evolution is characterized by an overall
thickening of the boundary layer which is easily observed when
the velocity or buoyancy profiles are examined. The analysis

P=r¥ep i,

Nomenclature

presented by DFH concerning the double structure of the grow-
ing boundary layer can also be applied here.

In an outer layer, n = ®/ \/z: ~ 0(1), we can introduce the
following expansions (dropping the bar notation for r)

W*=Wyn) +..., B¥=By(n)+..., (l1)
Us(n) Volm)

Ur =20, oy, 12
: A + (12)

The boundary conditions reduce to W, = W,, By = W2, U, >
0 as » — —o0, and the solution must be matched with an inner
layer. In the inner layer, which is O(1) and immediately next
to the container wall, the relevant expansions are

W*=]+W—0\/(—;@+...,
B*zHB_o(f::)_)Jr__,, (13)
pr=Bo®) e V@) gy

t Ve

Matching conditions must be applied as ® — —o together with
no-slip, impermeability, and no net density flux at the wall.
The solution in both regions can be obtained analytically and
matched together to determine the complete leading-order form.

A comparison may be made with the numerical results using
the asymptotic results

B¥(® =0, 1)
1 2
=+ E(;i*—)m WF—1)+..., (15
4
and
s 1 1
Wg((@:o"):z(“—f(wr—l))+.... (16)
™

Figure 2 compares the value of B* at the container wall with
that predicted by the first two terms in the expansion (15) for
Wik = 0.5, S* = 0.5. The oscillatory behavior shown in the
figure is not an artifact of the numerical method and can be
related to the buoyancy frequency N.

3 The « < 1 Container

The relevant expansions for a container of the type shown in
Fig. 1(c) are

1 = a typical angular
frequency
p = p, + P+ p' = the density field

tem

« = the container is described by

{z, R, ¢} = acylindrical coordinate sys- N? = —(g/po)P, = the Brunt-Viisild

frequency
$ = N?/Q? = the Burger number

7(z) = a stable linear z=R" . o = the Schmidt number
stratification, || t = a nondimensional timescale W, = Q,;/Q; = the relative rotation
<p p. = a reference density rate as @ - —

{r, 8%, ¢} = a spherical polar
coordinate system
0 = a scaled boundary
layer coordinate
® = rf € [0, —°) = a normal bound-
ary layer coordi-
nate

< p,

Journal of Fluids Engineering

p' = a density perturbation, |p’|

& = a local wall-slope of
the container
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U =r0(0, 1) + ..., vg=rW(®, 1)+ ..., (17)
U9=V(®,t)—®0(®,t)+...,
P=prP+ ..., (18)

and ® = r6, which follow from the scaling R ~ r with & — 0.
However, in this case there are two possible scalings for the
buoyancy term B, namely

B=r7B(O, )+ ..., (19)

In the first of the above scalings, B is of sufficient magnitude
for the density transport equation to remain coupled with the
momentum equations. However, the Burger number, §, does
not appear in the density transport equation in this case. The
second scaling shown in (19) corresponds to balancing the B
terms in the density transport equation with the 1nhomogeneous
Burger-number term of SU. In this case the buoyancy is not of
sufficient magnitude for the coupling term to be present in
the U-momentum equation and the density transport equation
remains decoupled. We examine both cases individually in the
following sections.

3.1 The B ~ r** Case. When this choice of scaling is
made for B, a substitution of B* = B + (W2 — B,) simplifies
the radial momentum equation and the density transport equa-
tion and the term S* plays the role of the Burger number, S*
is now defined solely in terms of the edge conditions as S* =
(W2 - B,)(2 - a). The boundary conditions for this system
are as given previously.

We observe that the only difference between this case and
that of the conical container (as discussed by DFH) are the
definitions of B* and S*, together with a change of coefficient
in the density transport equation.

or B=rB(O®, 1)+ ....

3.1.1 The Parameter Space. Numerical investigation of
this system reveals that the same three types of evolution that
are found for the conical case of DFH are also obtained with this
geometry of container. The asymptotic analyses of the growing
boundary layer and the finite-time breakdown for this case are
detailed below. We can categorize the behavior of the solution
according to two parameters (as can be done for the o = 1
case). For this particular geometry we observe that the relevant
parameters are W, and § (defined below). A schematic of this
parameter space is shown in Fig. 3, and displays three distinct
regions corresponding to the three evolutionary types.

Region (i). :

The region (i) shown in Fig. 3 represents those parameter
values for which an evolution to a steady state is achieved.
There is a critical value of S*, denoted by S$¥;, above which a

1
B¥(©=0,1)
0.95 \ e
e
(,,«-""“ -
09 /,;" -
[/:‘,
0.85 7
/
08
/ b Ao
0.75 J
07
° 50 100 160 200 250 300 350 400

Fig. 2 Comparison of B* (® = 0, t) with the expansion (15); W, = .5,
S§*=.5
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steady solution cannot be located. We can consider the steady
problem for a perturbation about this critical value by defining

(20)

which leads to a two-layer solution with regions in which ® ~
O(1) and ® ~ O(87"). The sign of & is determined as part of
the expansion and therefore solutions can only be located on
one ‘‘side’’ of the critical boundary S¥%;.

There is a natural substitution that arises in this expansion,
which is § = §* — (1 — «). Steady-state solutions can only
be located for § < S where Soie = S¥ — (1 — a).

We note here that when W, > 1 unsteady calculations evolved
to a finite-time breakdown even in the region for which a steady
solution existed.

* =Sk + 6,

Region (ii).

The region (ii) in Fig. 3 consists of those values of § and
W, for which the solution fails at a finite time. The scalings
involved in the breakdown process are as given by DFH with
only a minor difference in the coefficients involved in the gov-
erning equations. The character of the breakdown process is
therefore the same in this region of the parameter space as that
presented for the conical container.

A balancing of terms leads to an inner layer (n = @/(¢, —
$)'"?)) with a lengthscale of ® = 0(7"%) as 7 = 0 (where T
= tp — t, and ¢, is the time at breakdown). An analysis of this
inner layer yields the following scalings

(U, V, W, B*)" = (+7'0,(%), 7~ "2V, (1),
W (), TR+ ..., (21)

where 77 = @/(z, — r)"/*. Substitution of these expansions into
the governing equations yields a system of equations that form
a nonlinear eigenvalue problem. These equations can be solved
numerically by a finite-difference method with Newton iteration
used to obtain the correct behaviour at ## = 0. We found that
the simplest way to iterate to a non-trivial solution was to use
an appropriately scaled solution to the full unsteady numerical
problem as a starting point in the iterative procedure. The scaled

velocity components and buoyancy in the ® = O((¢, — 1)''?)
region decay algebraically like
U, Wi =07, Vi=0(1), B =0H"), (22)

as f) = —oo,

There are also two other layers, a passive inner-layer (where
® ~ 77! in which the no-slip conditions are satisfied, and an
outer layer (where @ = O(1)).

A comparison of the numerical solution to the system of
equations valid in the fj) = O(1) region and scaled numerical
solutions to the full problem, is not presented here. As noted
above, there is very little difference between the inner-layer
equations for this geometry of container and those for the coni-
cal container. Therefore, the reader is referred to the figures of
DFH for examples of the agreement between the asymptotic
solution and the unsteady solution as ¢t = t, for & = 1; similar
results are found in this ¢ < 1 case.

Numerical results indicate that the dividing boundary be-
tween the finite-time breakdown behavior and the growing
boundary layer type of evolution is the curve § = (2 —
a@)[W? — 1] + 1. The appearance of this particular curve
through parameter space as a boundary between evolution types
is not arbitrary. We observe that for these parameter values
there exist uniform B* solutions to the problem, which have a
velocity field that is equivalent to that found for the correspond-
ing infinite rotating disk problem.

Region (iii).

An analysis of the growing boundary layer follows in the
manner of section 2. In the outer, n = @/vt = O(1), region
we have the same scalings (11)-(12).
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Fig. 3 Different flow regimes for o = 1

The inner solution is equivalent to that presented by DFH
when S* is replaced by § in their analysis. The same fourth-
order shooting method that was applied by DFH can be applied
here, showing excellent agreement with the numerics, although
in the interests of brevity we do not present any figures of
comparison here.

The growing boundary layer scenario is found for those pa-
rameter values in the regron S > max {Scm(We, a), (2 -
a)[W2 — 1] + 1} when W, > 0. This region is denoted by
(iii) in Fig. 3.

3.2 The B ~ r* Case. When this choice of scaling is
made for B we note that the momentum equations become
decoupled from the density transport equation, which now in-
cludes a term that is dependent on the Burger number.

The boundary conditions on the velocity components are as
given previously, but the buoyancy must now satisfy Bo (0 =
0, ) = 0 and B(®, t) » B, as ® » —oo_ In this case the
edge conditions for the azimuthal rotation and buoyancy can
be prescribed independently since the large ® form of the radial
momentum equation determines the pressure constant to be P
= Wi/2.

Obviously the initial value problem, from the point of view
of the decoupled velocity components, is equivalent to that for
the infinite rotating disk problem; see Von Karmén (1921),
Bodewadt (1940). However, a numerical investigation of the
whole system suggests that two types of behavior can be found
for the decoupled buoyancy. Eventually, for the B term, we find
that a steady-state solution is achieved, or an exponential growth
is obtained depending on the the sign of 1 — W, (for W,
> (). When the system undergoes a spin up, a steady state is
achieved, but in the spin-down case an exponential growth of
the buoyancy is found and presumably, in this case, the density
transport equation will eventually recouple with the momentum
equations.

Since the numerical results suggest that W, = 1 is a dividing
boundary between evolution types, we begin by investigating
the steady solution to the density transport equation when W,
=1 + 4. In this case the velocity components can be written
as
U=6u+..., V=bv+..., W=1+6w+..., (23)
and a simple linearized solution is available.

Now, considering the form of the density transport equation
we see that it may be simplified (removing the Burger number
dependence) by the substitutions $* = S + aB,, and B* = (B
— B.)IS*, to give

Journal of Fluids Engineering

1 6°B
o 80

OB * _oB* .
+alUB* + V2 _p =
o ¢ 50

(24)

The boundary conditions for this transformed buoyancy are
B5(©® =0,1)=0and B¥0O, )~ 0as ® > —x,

We can examine the steady states of (24) when W, = 1 +
6 by using the solution (23). The solution in this linear limit
has a double-layer structure consisting of a @ = O(1) inner
layer and a ® = O(671) outer layer. In the inner layer the
appropriate expansmn for B is B = by + O(6), where the
leading order term by is a constant. Similarly, in an outer layer
defined by ® = 60 = O(1), we see that B = 5,(®) + 0(6),
where bo(®) = by exp(—a®).

Thus the steady solution to the density transport equation
involves a lengthening boundary-layer scale as W, — 1, and
cannot be continued to W, > 1 (ie., § > 0) because we find
that ® € [0, —), which leads to an exponentially growing
solution. Thus a steady solution is eventually attained for W,
< 1, however, for W, = 1 no such steady solution is possible.
Numerical results for the spin-down case show that the solution
to the density transport equation grows with time. When ¢ is
sufficiently large for B* > U, we can find a solution to (24)
in the form B*(®, ¢t) = B(®) exp(ut), where i and B(0) are
determined by an eigenvalue problem.

Good comparisons between the large-time, exponential be-
haviour described above and unsteady computations with W, >
1 are readily obtained.

3.3 A New Finite-Time Breakdown. Recent results sug-
gest that the parameter space diagram presented by DFH needs
some modification for more general Schmidt numbers, . The
numerical work of DFH was (mainly) presented for ¢ = 1,
and it was noted that the parameter space remained largely
unchanged at higher Schmidt numbers. The regime o > 1 is of
obvious practical importance since for a saline solution (as used
in a typical laboratory experiment) the appropriate value is o
~ 700.

A preliminary investigation of the o > 1 limit suggested that
the boundary layer separates into a thin buoyancy layer, in
which the velocity components are Taylor series expansions
from a thicker velocity boundary layer. The most significant
effect from the point of view of the parameter space diagram
was a shift of S&,, the boundary that separates the steady state
region from the growing boundary-layer region, to lower values
of S*. Recently, however, numerical computations of the gov-
erning boundary-layer equations (with & = 1) for parameter
values approaching W, = 1, and at more general (larger) values
of o, have revealed an interesting breakdown. A typical example
of the breakdown is shown in Fig. 4, which shows profiles of
W(®, 1) as £ — t,, the time at breakdown. A comparison of this
ﬁgure with similar results for the finite-time singularity obtained
inthe W, > 1, §* < W2 region (as presented by DFH) reveals
no s1m11ar1tles

This new class of evolution is present in the case discussed
in Section 3.1, although we have not shown the new region on
Fig. 3 since no exact method of determining the boundary in
parameter space has yet been discovered. It seems likely that the
evolution is governed by a complex stability/existence problem
involving the steady state solutions to the boundary-layer equa-
tions. No detailed analysis of the steady states and their stability
has been performed, and this is an area that we hope to discuss
in the near future. We should also note that even the stability
problem for steady solutions to the swirling (homogeneous)
flow above an infinite rotating disk has some unresolved compli-
cations (Bodonyi and Ng, 1984).

4 Discussion

We have extended the analysis of the boundary-layer problem
discussed by DFH to include a more general class of axisymme-
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Fig. 4 An example of a new finite-time breakdown at $* = 0, W, = 0.9,
a =1and o = 700

tric container. The analysis is valid near the container walls and
away from the axis of rotation. We place no bounds on the size
of the change in rotation rate for the container, but do require
that the final rotation is in the same sense as the initial rotation
(ie., W, > 0).

It was noted by DFH that the parabola §* = W?Z corresponds
to considering the equations governing the homogeneous swirl-
ing flow above an infinite rotating disk. In fact, in a typical
laboratory experiment with a linearly stratified fluid in a conical
container, the S* < W? region of parameter space corresponds
to a statically unstable interior stratification. Since we are only
considering the boundary layer however, we do not restrict the
parameter space, but do recognize that it must be interpreted
correctly when applied to a specific experimental investigation.
Nevertheless, it must be noted that thAe finite-time breakdowns
discussed for nonlinear spin down (W, > 1) occur over rela-
tively short timescales; typically within just a few background
rotations even when the parameter values are only slightly
within the breakdown region. It may therefore be possible for
this mechanism to dominate in some local region of a typical
laboratory experiment.

For the container type shown in Fig. 1(a) we have shown
how the boundary-layer equations can be reduced to a form

666 / Vol. 120, DECEMBER 1998

similar to those obtained in the a = 1 case but without the
advection terms. There are no nontrivial steady solutions and
at all points in parameter space (S*, W, > 0, for ¢ fixed) we
find a growing boundary layer that can be described in terms
of a double-layer structure for large times.

For the container type shown in Fig. 1(c) we have shown
that there are two possible scalings that can be applied. If we
scale the buoyancy in such a way that the density transport
equation remains coupled to the momentum equations then we
find an overall behaviour that can be described in the same
manner as the conical container (after an appropriate redefini-
tion of the parameters involved). In this case we find all three
evolution types; a steady state, a growing boundary layer, and
a finite-time singularity (of which there are two types). When
scaling the buoyancy to balance the Burger number term in the
density transport equation we find that an increase in the rotation
rate of the container leads to both steady velocity profiles and
a steady buoyancy profile across the boundary layer. When the
rotation rate of the container is decreased however, we find that
an exponential growth of the buoyancy term can occur and,
presumably, after sufficient growth has occurred we cannot ne-
glect the coupling effect between the momentum equations and
the density transport equation.
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Nonlinear Spin-Up of a Rotating
Stratified Fluid: Experimental
Method and Preliminary Resuits

We consider the nonlinear spin-up of a rotating stratified fluid in a conical container.
An analysis of similarity-type solutions to the relevant boundary-layer problem ( Duck
et al., 1997) has revealed three types of behavior for this geometry. In general, the
boundary-layer evolves to either a steady state, a growing boundary-layer, or a finite-
time singularity depending on the initial to final rotation rate ratio, and a ‘‘modified
Burger number.”’ We emphasize the experimental aspects of our continuing spin-up
investigations and make some preliminary comparisons with the boundary-layer the-
ory, showing good agreement. The experimental data presented is obtained through
particle tracking velocimetry. We briefly discuss the qualitative features of the spin-
down experiments which, in general, are dominated by nonaxisymmetric effects. The
experiments are performed using a conical container filled with a linearly stratified
fluid, the generation of which is nontrivial. We present a general method for creating
a linear density profile in containers with sloping boundaries.
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1 Introduction

The readjustment (spin-up) of a rotating fluid subsequent
to an abrupt change in rotation rate of the bounding walls is
a fundamental problem that has both geophysical and industrial
relevance. The spin-up problem for homogeneous fluids has
received a great deal of attention; see for example Greenspan
and Howard (1963), Greenspan (1968), Wedemeyer (1964)
and Greenspan and Weinbaum (1965). The level of interest
can perhaps be attributed, apart from obvious practical applica-
tions, to an ability to pose the problem in terms of a very
simple geometry. The linear analysis of Greenspan and How-
ard (1963 ) showed that the influence of the container geometry
was minimal, and that the essential physical mechanisms are
present in the unbounded flow between two infinite parallel
planes.

The next obvious extension to the large body of work con-
cerning spin-up mechanisms was to include the effect of density
stratification. Attention has centred on the problem of spin-up
within a circular cylinder (for both multi-layer and linear den-
sity gradients), with some debate over the results of the initial
investigators. The correct description of the linear spin-up pro-
cess was later presented by Walin (1969) and Sakurai (1969),
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oF FLUIDS ENGINEERING . Manuscript received by the Fluids Engineering Division
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who predicted that the effect of the stable stratification was to
restrict the recirculation of fluid from the Ekman layers to a
localised region near to the horizontal boundaries. The effect
of this localised spin up is to create a quasi-steady state, which
has a linear shear in the horizontal velocity component.

The recirculation process and penetration of the fluid ejected
from the Ekman layers into the interior flow is governed by the
ratio of buoyancy and Coriolis forces, as determined by the
Burger number, S = N?/Q?, where N> = —(g/p,)dp(z)/dz is
the Brunt-Viisila frequency ( p, and p(z) are a reference density
and stable linear stratification respectively ). This localized read-
justment near to the horizontal boundaries eventually ceases as
the difference in (local) angular frequency between the Ekman
layer and adjacent fluid decreases. Therefore, a quasi-steady
localised spin up is achieved on the fast E7'*Q "' timescale
with a reduction to solid body rotation on a viscous timescale
E~'0)7'; see for example Spence et al. (1992). When discussing
stratified spin-up problems care must be taken concerning the
definition of spin-up time. Since the readjustment is localised
and thus position dependent, it is possible to achieve a flow
that matches the new conditions very quickly in some regions
of the container (notably adjacent to the horizontal boundaries).
Nevertheless, on-defining the (global) spin-up time to be that
at which the bulk of the fluid has adjusted to the new conditions,
we conclude that the time taken for a stratified fluid to spin
up is O(E~"?) longer than for the equivalent homogeneous
problem,
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The linear, stably stratified spin-up problem for a circular
cylinder is obviously a rather specialised problem. In particular,
it is unclear how the effects of density stratification, nonlinear-
ity, background rotation and a more general container geometry
will interact. One would intuitively expect that the introduction
of boundaries that are neither perpendicular nor parallel to the
vertical axis will establish a flow in which the effects of buoy-
ancy are coupled into the usual Ekman boundary-layer. Until
recently very little work has been presented concerning buoy-
ancy effected Ekman layers, see for example MacCready and
Rhines (1991) and Duck et al. (1997), subsequently referred
to as DFH.

The analysis of Duck et al. considered (theoretically) the
unsteady, nonlinear, boundary layer arising on the sloping wall
of a conical container undergoing a spin-up to a final rotation
that is in the same sense as the initial rotation. Their analysis
showed that nonlinear changes in rotation rate can provide at
least three qualitatively different evolutions. For the form of
axisymmetric solutions considered, the eventual behaviour is
either a steady state, growing boundary-layer or a finite-time
singularity. Which of these three classes of evolution is obtained
is determined by a two-dimensional parameter space (for fixed
o; the ratio of coefficients of momentum and density diAffusion),
involving the ratio of initial to final rotation rates (W,) and a
modified Burger number (S*); we reproduce the parameter
space diagram of DFH in Fig. 1. This redefinition of the Burger
number,

S* = W2 + sin a(S sin « — B,), (1)
removes any dependence on the cone half-angle, and imposed
pressure from the governing boundary-layer equations. Here,
B, denotes a buoyancy perturbation at the boundary-layer edge.
We note that B, < § sin « leads to $* > W2 and thus an
evolution to a finite time singularity, of the form discussed by
DFH, can only be located for an ‘‘edge-buoyancy’’ above this
critical value. The parameter space diagram presented in Fig. 1
is for Schmidt number of unity, for a saline solution the Schmidt
number is much larger (¢ =~ 700), which moves the boundary
Sk, toward S* = 1.

In Section 2 we briefly describe the experimental setup used
to investigate the boundary-layer development, and also discuss
(Section 2.1) the technique used to generate a linear density
gradient within the cone. The global spin-up of a homogeneous
fluid (with a free surface) in this geometry is a nontrivial prob-
lem that has not been fully addressed, however, we are mainly
concerned here with only the boundary layer development and
its comparison to the theoretical predictions made for an infinite
container. In Section 3 we make some comparisons between
the nonlinear boundary-layer theory of DFH and our experimen-
tal data. Finally, in Section 4 we discuss the qualitative features
of spin-down cases and also the nature of the spin-up process
(not only the boundary layer) in the bulk of the fluid.

S*

35 fo . e
2 S (W) K
2.5

Growing boundary
layer

NI
3 W
A v

S ' @
ooy Steady state Frovargsssy Finite time breakdown
08 P N N %
[
[ 0.5 1.0 1.5 A 2
e
Spin up Spin down

Fig. 1 Parameter space for o = 1.0

2 Experimental Setup

A schematic of the experimental apparatus is shown in Fig.
2. The fluid within the cone is seeded with particles of a mean
diameter less than 250 microns, then the unsteady evolution of
the flow is visualized by illumination of these particles with a
horizontal light sheet. The larger volume of unseeded fluid
shown in Fig. 2 is used to reduce the optical difficulties associ-
ated with maintaining a horizontal light sheet through the con-
tainer.

Density information is gathered with an aspirating conductiv-
ity probe that measures vertical density profiles near to the axis

J

+———————————— Shooting probe

CCD camera

Light sheet i ;— S ; ~— Support structure
L - Seeded fluid
g Unseeded fluid

100cm

Fig. 2 Apparatus

Nomenclature
1 = a typical angular W, = /9, = the ratio of initial and i- N? = —(g/py)8p/ 8z = the Brunt-Vii-
frequency nal rotation rates sild frequency
p=p,+ P+ p' =the density field w = a local angular frequency B = g(p'/p,)/(2*h) = a nondimen-
7(z) = a stable linear strati- h = a typical lengthscale sionalized
fication, |p| < p, p. = a reference density buoyancy
o = the half-angle of the p' = a density perturbation, E = (v/Qh?) = the Ekman num-
conical container Ip'| < p. ber

S = N*/Q* = the Burger number
o = the Schmidt number
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$* = the modified
Burger number

T = a rotation num-
ber, 7 = (/2w
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of rotation. In some experiments the profile was monitored at
intervals throughout the readjustment phase and therefore mea-
surements were restricted to the near-axis region; since this is
the area of least fluid velocity this minimises any disturbance
caused by the measurement action.

Typical laboratory parameter values used in this investigation
are,

1

008 =h=0I1lm v=~10"%m?>s”,
0=N*=35s572 o =700,
7/10 = Q = n/4 rad s,

From the above data we see that a typical Ekman number is
~ 2 X 107*, for which we would expect stratified and homoge-
neous spin-up times of the order of 2 hours and 100 seconds
respectively (for an angular frequency Q = n/5).

The height of the free surface above the apex of the container
(measured while the container is at rest) was maintained at a
constant 16,5 = 0.2 cm throughout the experiments.

For moderate values of the buoyancy frequency, N, there was
no evidence of any mixing or layering in the density profile
during the experiments discussed below. In the homogeneous
limit, N < 1, or equivalently when rotation effects dominate
the dynamics, some small changes in the final measured profiles
could be observed when compared to the data obtained prior to
the rotation change; these effects are not thought to be signifi-
cant in the cases we present here.

a = /4,

2.1 Generating Linear Density Profiles. To compare ex-
perimental results with the theoretical predictions on anything
other than a local-analysis basis, care must be taken to generate
linear density gradients that have a relatively constant buoyancy
frequency. The traditional technique for creating a linearly stra-
tified fluid is that suggested by Oster (1965), however this
method relies on the container that is to be filled having a
constant cross section. Using the double reservoir technique for
a conical container (or any other more general axisymmetric
container) yields profiles that, although repeatable, have a buoy-
ancy frequency that varies with depth. Nevertheless, it is possi-
ble to construct a filling apparatus that is capable of generating
linear density gradients in a conical container by modifying the
approach of Oster.

We consider a conical container with a sidewall at an angle
« to the horizontal, and a vertical coordinate system z, defined
so that the apex is at z = O and the open top of the container
is at z = A > 0. If the required density profile for our experi-
ments is such that p (z = h) = p,and p (z = 0) = p,, then

(2)

where vy = (p, — p,)/h. The total volume of the container is

p(z) = p + v(h — 2),

Vir = = b7h, (3)
3

where b is the radius of the container at height z = £, therefore

b = h cot a.

Obviously, when filling the container, time is a passive pa-
rameter and any general technique will be best discussed in
terms of fluid levels and volumes. In particular, for the cone
defined above, we see that after a volume V¥ has been transferred
from a filling apparatus to the container, the fluid level in the
cone is at z = h, where

7 = {3V tan? a}m'

s

(4)

The practicalities of filling from above via a float mechanism
are rather involved in a conical geometry, therefore we use a
displacement technique. A small diameter tube is placed along
the axis of the container until within just a few millimeters of

Journal of Fluids Engineering

D yoD
RV
Ly(y) Ly(y)
8%
])’

Peristaltic pump

Fig. 3 Side view of the filling tank

the base (if too close to the apex, a jet-like outflow from the
filling tube can result in non-localised mixing). The density of
fluid withdrawn from the filling tanks is then increased as the
container fills, causing the initial fluid (of density p,) to be
displaced towards the upper levels. Because of this displacement
of fluid caused by subsequent filling, the required density of a
fluid element withdrawn from the filling apparatus when the
fluid level in the cone is given by (4) is

p(h) = p, + y(h — k), (5

where

h=n k%" (6)
Thus, after removing a volume V from the filling apparatus, we
require that the next element of fluid withdrawn has a density
p(h), where
p(h) = p, — y{h* — R}, (7)
Now we can consider a filling tank as shown in Fig. 3, the
dimensions of which are (D X D X D), where D is chosen
such that the total volume of the filling tank is equal to that of
the conical container, thus D = V(2 = h3~"* where § = 3
tan? /m. The filling tank is divided into two separate regions
by a partition defined by L,(y). Each sub-volume (V, and V,)
is filled to the (open) top of the tank with a fluid of density p,
and p,, respectively. Near the base of each sub-volume is an
outlet, which are connected together and lead to a peristaltic
pump. The pump is used to fill the conical container at a rate
that is slow enough to maintain an equal depth of fluid in each
sub-volume of the filling tank. The shape of the internal partition
must be chosen so that the density of fluid withdrawn from the
tank varies in the manner required to generate a linear profile
in the cone.
Rewriting p(h) as a function of the volume removed from
the filling apparatus, V, we see that

p(hy = p(V) = p, — y{h* — BV}'"°. (8)

To obtain this density we must have a partition, as shown in
Fig. 3, that divides the container in the following manner,

poLy + p:L

D =p V), 9)

or equivalently, since L, = D — L,,
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(10)

L, = D{l _ (ﬁi};—ﬁv)l/;} |

Therefore, in terms of the vertical coordinate y shown in Fig.
3, since V= D*(D — y) and D* = h*/8,

oo (3)'}

Although at first sight the wall angle o does not appear in the
definition of the partition shape, the dependence is obviously
included in the overall volume of the filling tank, as defined by
D,

The required partition shape for the filling tank, as given by
(11), is, in hindsight, an intuitively obvious result. Reconsid-
ering the double reservoir technique, we can see that the two
tanks are equivalent to a diagonal partition in our approach,
that is L,(y) = y. Therefore, for a container with a constant
cross section, the fluid level will rise linearly with the volume
removed from the filling tank, and since a diagonal partition
causes the density of fluid withdrawn from the tank to increase
proportionally with the volume removed, the final result is a
linear gradient. For a conical container, the geometry is such
that the fluid level in the cone rises like the cube root of the
volume withdrawn from the filling tank. Therefore, to compen-
sate for the conical geometry, we must alter the partition in
order to provide a fluid density that also varies like the cube
root of the volume withdrawn.

The above technique can be applied with few differences to
any more general container; for axisymmetric containers the
approach is essentially the same with just the volumes altered
to the integral representation for a volume of revolution. In
particular, it is hoped that the present experimental study will
progress to more general axisymmetric containers, and cases
for which there are discontinuities in the local angle of the
container walls. This approach to generating linear gradients is
particularly useful for some classes of container with discontin-
uous wall slope (for example, a cylindrical container with a
conical base) since a filling tank can be constructed by a simple
piecewise addition of the appropriate partition shapes. This tech-
nique may also be useful in applications where specific, non-
uniform, profiles (even in containers with vertical sidewalls) are
required to model particular industrial or geophysical problems.

(11)

3 Comparison With the Theory

It is possible to make a preliminary comparison between the
particle tracking data obtained from spin-up experiments and
the predictions of the DFH boundary-layer analysis. However,
the coordinate system and nondimensionalization utilized in the
theoretical approach needs some consideration before a direct
comparison can be made. Care must be taken in making the
appropriate conversion from the spherical polar coordinate sys-
tem of DFH to the cylindrical polar coordinate system typical
of a laboratory experiment.

To compare the results of the DFH boundary-layer analysis
with those of the particle-tracking experiments we can examine
a normalized, nondimensional angular frequency, w (relative to
a rotating frame of reference fixed with the container), against
a nondimensional radial coordinate, 7, (relative to the axis of
rotation) at nondimensional times 7, where we define

Ww(F,T) = Q1 — WO, D) ~ Ql, (12)
F=1-12E'"0, (13)

E = 2u/(h?), (14)

7 = 2 (15)
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Fig. 4 A comparison between experiment and boundary-layer analysis
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In Fig. 4 we present some comparisons of the normalized,
local angular frequency obtained from particle tracking (the
data points) with the corresponding prediction of the boundary-
layer analysis at o = 700 (the solid lines). The theoretical
results are presented in the form (12)-(15) above. The data
points shown in the figure are a segmented average of the parti-
cle tracking data obtained over the quarter of the cone viewed
by the camera. The tracking interval over which the data is
acquired is typically one or two seconds, depending on the
particle density (in the sense of particles per unit area) within
the light sheet. The camera used in the particle tracking process
is mounted in the frame of the conical container, therefore the
local angular frequency presented in the figure has w = O at
the boundary ¥ = 1 and w = 1 in the interior 7 < 1 (for
sufficiently small times).

The two comparisons presented in Fig. 4 are for a spin up
from rest to a final angular frequency of six revolutions per
minute, corresponding to W, = 0 in the notation of DFH; obvi-
ously this flow is dominated by nonlinear effects. The buoyancy
frequency is N> = 2.5 s™? in Fig. 4(a) and N* = 4.4 s % in
Fig. 4(b), corresponding to (on taking B, = 0 for an initial
comparison) $* = 6.3 and S* = 11.2, respectively. These two
comparisons (5(a) and 5(b) represent a best and worst case,
respectively, for the experiments performed.

The comparisons shown in Fig. 4 are over a timescale compa-
rable to that required for homogeneous spin-up and there is
clearly a remarkable level of quantitative agreement. The theo-
retical predictions of DFH are made with a boundary layer
approximation, which, as can be seen from Fig. 4, is difficult
to justify over any significantly larger timescale.

Although it is difficult to verify experimentally, the level of
agreement between experiments (which cover a range of fluid
depths) and theory suggests that the similarity solutions intro-
duced by DFH were realised throughout the majority of the
fluid depth.
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3.1 Experimental Error. In the above comparisons we

have taken B, to be zero, effectively ignoring any density pertur-
bation to the linear, interior stratification. Thus it is possible for
S* to deviate from the values at which the comparisons have
been made if B, is sufficiently large. Similarly, S* depends on
N, and the buoyancy frequency value that is used to define S*
is a local value at the light sheet level, measured while the
container is at rest (the variation in N with z is negligible, away
from the apex/free surface, for profiles generated by the method
of Section 2.1). In none of the results have we allowed for the
variation of the kinematic viscosity possible at high salinity
levels, which, as noted by MacCready and Rhines (1991), can
be as much as 10 percent for the range p € [1000, 1100] kg/
m?,
The length scale used in the non-dimensionalisation process
is the radius of the light sheet (or equivalently the apex to light
sheet distance since o = 7/4). This is determined by using the
aspirating probe (whose position is known to =1 mm) to mea-
sure the z-position of the top and bottom of the light sheet and
then averaging the two values. At the center of the conical
container the light sheet is approximately 6 mm deep since
some divergence is unavoidable.

We do not give any quantitative measure of the errors in-
volved in the tracking process, or for deviations from a constant
rotation rate of the table, and deformation of the free surface
by centrifugal effects. There is little evidence that any of the
above discrepancies in the experimental setup play a significant
role in the dynamics of the boundary layer on the timescale we
are considering.

4 Discussion

It has been shown that an analysis of the unsteady, nonlinear,
boundary-layer equations, as presented by DFH, makes predic-
tions for the spin-up of a linearly stratified fluid in a conical
geometry that are in good quantitative agreement with experi-
mental results. Agreement has been found over a wide range
of parameter values, and (although not discussed above) when
the modified Burger number is sufficiently small there is also
some evidence of a sustained Ekman transport near the container
wall, which is also in agreement with the parameter space dia-
gram presented in the boundary layer analysis (region (i), Fig.
).

The preliminary results presented above only show cases for
which the rotation rate of the container has been increased and
remains in the same sense as the initial rotation; corresponding
to 0 < W, < 1. We must note that the axisymmetric boundary
layer analysis, although very successful in the spin up cases,
does not provide even qualitative agreement with the experi-
ments (in general) when W, > 1, These spin down cases are
of particular interest since an analysis of the boundary-layer
equations indicates that a finite-time singularity is possible, with
an eruption of fluid from the boundary layer into the interior.

For values of W, > 1 with W, — 1 < 1 it is possible to
obtain results that can be matched to the growing boundary layer
scenario (especially for N > 1). Nevertheless, for a general
(although still moderate) spin down experiment, the flow
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evolves through a transient stage dominated by what appears
to be a centrifugal instability (i.e., a Taylor-Gortler instability).

There are a number of questions that remain unanswered in
this work, in particular concerning the importance of the con-
tainer geometry, a description of the physical mechanisms in-
volved in the spin down process, and an analysis of the global
spin up problem. The details of the global spin-up of fluid in
such a conical container will be reported subsequently. Even
for the case of a small-Q2 change in a homogeneous fluid this
geometry presents some new challenges owing to the absence
of side-wall layers in the usual sense. Nonetheless, that analysis
has been done, and spin-up occurs on an E~'2Q! time scale
as one would expect. The mechanism for stratified spin-up for
small changes in {2 appears to be that discussed in Walin (1969)
and in Spence et al. (1992). However, the nonlinear case is
more problematic. Provided the spin-up occurs with the bound-
ary-layer parameters in region (i) of Fig. 1, the mechanism
appears to be essentially that of the linearised situation: Owing
to a mismatch in flux of fluid in layer on the sloping wall and
in the free-surface boundary layer, an eruption occurs in the
upper corner of the container where those layers meet. That
erupting fluid, with its larger angular momentum, enters the
interior of the cone, but stratification effects distribute that mo-
mentum differentially in height. Only on a diffusive time scale,
O(E™'?Q™"), is that angular momentum made uniform in
height, completing the spin-up. However, for spin-up (or spin-
down for that matter) in zones (ii) or (iii) of Fig. 1, the way
in which the boundary layer imparts its new angular momentum
to the fluid bulk, and the time scale over which that happens,
is much less clear and is the subject of future work.
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We investigate convection in a cylindrical Rayleigh-Bénard cell with radius-to-height
ratio” = % The cell is subjected to impulsive spin-up about its vertical axis. We use

TLC (thermochromic liquid crystal ) imaging for temperature field measurements and

Center for Nonlinear Studies and
Condensed Matter and Thermal
Physics Group,

Los Alamos National Laboratory,
Los Alamos, NM 87545

PIV (particle image velocimetry) for velocity reconstruction of the transition in the
range of Rayleigh numbers R from 5 X 107 to 5 X 10® and dimensionless rotation
rates 2 from O up to 8 X 10%. The initial (at rest) and the final (in steady rotation)
States of the system are those of turbulent convection. The most persistent transient
Sfeature is a well-defined ring pattern characterized by a decrease in temperature,

axial velocity directed downward and high azimuthal shear. The latter leads to
Jormation of an azimuthally regular structure of Kelvin-Helmholz vortices. During
the final stage of the transition, this vortical structure loses azimuthal regularity and
an irregular pattern of vortices characteristic of turbulent rotating convection forms.

1 Introduction

Rayleigh-Bénard convection has received considerable scien-
tific attention because of its importance for a very wide range
of applications—from astrophysics to engineering, and because
it provides a convenient model problem for investigations of
phenomena from pattern formation (Cross and Hohenberg,
1993) to strong turbulence (Siggia, 1994). A fluid layer of
height d heated from below and cooled from above remains
stable and transmits heat by thermal diffusion only if the temper-
ature difference across the layer AT does not exceed a critical
value AT,. For AT > AT,, buoyancy-driven convection takes
place in the layer, and heat is transported through it by a combi-
nation of diffusion and advection. The dimensionless parame-
ters that govern the state of the flow in the simplest case of
Rayleigh-Bénard convection are the Rayleigh number R, repre-
senting the amount of potential energy in the fluid, and the
Prandtl number o determined by the properties of the fluid:

_ agATd’ v

R s T ==,
VK K

(1)

where « is the coefficient of thermal expansion, g is the acceler-
ation of gravity, v is the kinematic viscosity of the fluid, and «
is the fluid coefficient of thermal diffusivity. Another dimen-
sionless parameter of importance is the aspect ratio I' = r,/d
between the vertical and characteristic lateral dimensions (the
latter being, for instance, the radius of a cylindrical convection
cell rp).

For Rayleigh numbers far above the onset of convection, R
= 107, convection is characterized by thermal plumes erupting
from thin thermal boundary layers near the upper and lower
boundaries. These thin layers control the convective heat trans-
port (Siggia, 1994) because the interior flow is vigorously
mixed by the turbulent flow which is only suppressed near the
boundaries. High precision experiments on convection in he-
lium gas demonstrated that scaling of heat transport with R was
different from the classical scaling predictions. The two main
alternatives to the classical picture are the mixing-zone theory
of Castaing et al. (1989) and the large-scale circulation theory
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of Shraiman and Siggia (1990). The latter suggests that the
interaction of the shear flow generated by large-scale circulation
with the thermal boundary layers is responsible for the observed
heat transport scaling. A tremendous amount of recent experi-
mental work has failed to unequivocally support a single theo-
retical description of turbulent convection which remains a chal-
lenging problem in the physics of fluid turbulence.

The above is a very brief outline of the general problem of
Rayleigh-Bénard convection. To this one can add a number of
ingredients that extend the problem of convection in a variety
of interesting directions. In particular, Rayleigh-Bénard convec-
tion in a rotating reference frame represents the characteristic
features of many problems in diverse areas such as astrophysics,
geophysics and engineering, and has been the subject of numer-
ous studies. Rotation adds the influence of the Coriolis force
whose strength is measured by the dimensionless rotation rate,
Q = Qpd*/v where Qp is the angular rotation rate about the
vertical axis. The second force added by rotation is the centrifu-
gal one that is either ignored completely as much smaller than
the gravitational acceleration or conversely takes the place of
gravity as the dominant source of buoyancy in the fluid. Here
we consider the case of very weak centrifugal acceleration.

The linear stability analysis for rotating convection was car-
ried out by Chandrasekhar (1953), and since the first experi-
mental work of Nakagawa and Frenzen (1955), there have been
many investigations of rotating convection, most of which are
reviewed by Boubnov and Golitsyn (1995). In rotating turbu-
lent convection, the main flow feature is the presence of vortices
(plumes) with cyclonic or anticyclonic cores corresponding to
converging or diverging flow, respectively, near the top and
bottom boundaries. The number of vortices grows with the rota-
tion rate (Boubnov and Golitsyn, 1986; Sakai, 1997). Several
authors have reported the formation of regular structures in the
flow if the rotating convection cell is subjected to rapid changes
in either R (Dikarev, 1983; Zhong et al., 1993) or {2 (Boubnov
and Golitsyn, 1986). Formation of axially regular features upon
rapid spin-up from rest of the convection cell is the subject of
the current study. We present time sequences of instantaneous
temperature maps and velocity fields in the plane adjacent to
the top of the cell that show the presence of rings of down-
welling cold flow characterized by an abrupt change in azi-
muthal velocity. Our earlier investigation ( 1998 ) shows that the
number of such rings grows with the final rotation rate and also
depends on the Rayleigh number. As shear develops across
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Fig. 1 Experimental setup. A—camera, B—cooling manifold, C —illumi-
nated section of the cell, D—bottom plate with heater

the rings, Kelvin-Helmholz instability causes vortex roll-up,
leading to destruction of the rings.

2 Experimental Details

A cylindrical Plexiglas cell of radius ro = 6.35 cm and height
d = 12.7 cm is placed on a rotating table. The bottom boundary
of the cell is an anodized aluminium plate attached to a disk-
shaped heating element with the radius equal to that of the cell.
The top boundary of the cell is a transparent sapphire window
separating the cell from a cooling manifold through which tem-
perature-controlled water is circulated. Thus, the top boundary
of the cell is maintained at constant temperature 7,, while at
the bottom boundary the heat current into the cell is constant,
resulting in approximately constant bottom temperature T in
steady rotating convection. A lighting system produces a thin
(~3 mm) sheet of white light which illuminates horizontal
sections of the cell, and a color digital video camera is posi-
tioned on the rotating table above the cell. Figure 1 presents a
schematic view of the cell.

In the plane of the light sheet, instantaneous fields of tempera-
ture and horizontal velocity can be acquired. For temperature
field acquisition, the flow is seeded with 5-pm microcapsules
with thermochromic liquid crystals (TLC). TLCs selectively
reflect incident white light and, within the range of their color
play, the wavelength of the color they reflect varies monotoni-
cally with temperature, red corresponding to the lower end of
the color play range, and blue to the upper. Thus, color digital
images of the light sheet illuminating the flow in the cell seeded
with TLC microcapsules can be converted to temperature maps
by extracting their hue component and mapping the hue of each
pixel to temperature. For velocity acquisition, we seed the flow
with neutrally buoyant 250-um polystyrene microspheres and
apply the standard particle image velocimetry (PIV) technique
to recover velocities from microsphere displacements between
consecutive frames of digital video images of the flow. Details
of TLC temperature mapping and PIV velocity acquisition in
application to this problem, as well as the accuracy of both
techniques, are discussed elsewhere (Vorobieff and Ecke,
1998). The error in temperature reconstruction does not exceed
0.1°C. We used a digital PIV system capable of acquiring thirty
640 X 480 frames per second. The spatial resolution of this
system limited the size of the grid for the velocity data recovered
to 27 by 27—sufficient to resolve the larger-scale features of
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0 T T T T ) L
0 10 20 30 40 50 60 70
Qx10

Fig. 2 Azimuthally regular spin-up patterns for R = 5 x 107, 2 x 10®
and 5 x 108, Single line—one ring, double line—two rings, triple line—
three rings.

the flow with 99 percent accuracy, but unable to recover infor-
mation about features of sizes 0.5 cm and smaller.

3 Observations

Upon spin-up, we observe a variety of transient flow patterns,
often azimuthally regular. Figure 2 shows a summary of the
latter in R — ) parameter space.

Prior to discussing Fig. 2, let us consider a typical sequence
of transient velocity/temperature maps for R = 2 X 10® pre-
sented in Fig. 3. The cell undergoes impulsive spin-up from
rest to a dimensionless 2 = 1.9 X 10*. Velocity and temperature

Velocity magnitude
(normalized)
»10 mm/s

Temperature

Velocity

(T-T)/AT

0.050.09 1.00

1.0 0.00

Fig. 3 Maps of instantaneous horizontal velocity (left column, velocity
scale indicated for each map), velocity magnitude (center column, nor-
malized by maximum velocity for each map) and temperature (right col-
umn) of spin-up to Q = 1.9 x 10* at R = 2 x 10°. Dimensionless times
are indicated in the figure.
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were acquired in two separate runs of the experiment under
identical conditions, but with different seeding particles. In both
runs, the horizontal light sheet was positioned adjacent to the
top boundary of the cell. The time in Fig. 3 has been nondimen-
sionalized with the Ekman spin-up time 7 = d/Vuv€)p, the
characteristic time scale for the spin-up of a cylindrical con-
tainer of isothermal fluid to a state of solid body rotation.

Immediately before spin-up (Fig. 3, t/7z = 0), the flow is
dominated by upwelling plumes of hot material separated by
elongated zones of cool downwelling flow clearly visible in the
temperature map. The characteristic velocity due to turbulent
convection before spin-up is of the order of 2 mm/s. Upon spin-
up (¢t/7z = 0.03), the azimuthal velocity imparted to the water
in the cell in the layer adjacent to the horizontal walls is of the
order of Qpry, = 58 mm/s. In the rotating reference frame, this
corresponds to the core of the cell being in solid-body rotation
with azimuthal velocity growing linearly with distance from the
axis of the cell and then decreasing to zero in the area near the
wall. The velocity distribution closely matches that predicted
and measured by Weidman (1976a, b) for impulsive spin-up
of a cylindrical cell without convection. It is also noteworthy
that at the early stages of spin-up all the structures in the temper-
ature field near the top of the cell are destroyed. As the flow
evolves, colder fluid accumulates at the outer perimeter of the
cell due to large-scale centrifugally-driven flow. At dimen-
sionless time #/7; ~ 0.4, a thin cold ring forms at a radius r,
= %ro. Formation of this ring is also associated with changes
in the velocity field: the ring corresponds to a local minimum
in the velocity profile (Fig. 3, t/7; = 0.53). This feature of the
velocity field is specific to spin-up with convection-—neither
Weidman’s solution (1976a) nor the experiments produce ve-
locity profiles with local minima for the non-convective spin-
up problem. The next stage of the evolution is the roll-up of
Kelvin-Helmbholz vortices in the ring due to azimuthal shear (¢/
g = 0.98). After the formation of the cyclonic vortices, the
flow loses its azimuthal regularity, resulting in the irregular
vortex pattern characteristic of rotating convection at high Ray-
leigh numbers.

As reported in our previous work (1998), this pattern of
flow evolution is observed over a considerable region of the
parameter space R — §} we investigated (Fig. 2). At a fixed
Rayleigh number, there exists an interval of rotation rates at
which one ring forms, with its radius showing a remarkably
weak dependence on either R or €2 and remaining close to r,
=~ %ro. Spin-up to low 2 does not lead to ring formation, whereas
when Q2 exceeds a critical value for each R we observe formation
of two rings, the inner still at r, = %ro and the outer at r, =~
0.94r,. Further increase in £ leads to the formation of three
rings during spin-up, the third and innermost ring having the
radius r, = 0.56r,. Again, the radii of the rings show only a
weak dependence on R and (2.

Figure 4 shows the time sequence of temperature maps for
spin-up to 2 = 7.2 X 10* at R = 2 X 10°. The first image
shows a typical temperature map for a state of nonrotating
convection just prior to spin up. There are cooler downflow
plumes/sheets forming elongated borders between the upwell-
ing hotter flow. The next two images, acquired shortly after the
impulsive spin-up of the cell, show the temperature maps prior
to the formation of the ring. At dimensionless time #/7z ~ 1,
one observes an outer cold ring forming near the vertical wall.
The ring at r, = %ro forms next, at dimensionless time 1.67, and
at t/Tgp ~ 2 vortices begin to roll up in the outer two rings
and the innermost third ring becomes visible. At t/7; = 2.37,
evolution of the flow has produced a staggered structure of
cyclonic and anticyclonic vortices in place of the two outer
rings coexisting with the innermost ring. At later times, the
inner ring is also destroyed by vortex roll-up, and the structure
of the flow loses its regularity and eventually evolves to a steady
rotating convection pattern. The rotation rates characterizing
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7,=0 t,=0.14 t/,~0.46

=167 14,=2.08

t/,=532

t4,=237 t,=3.16

Fig. 4 Instantaneous TLC temperature maps of spin-up to 2 = 7.2 X
10% at R = 2 x 108, Dimensionless times are indicated in the figure.

the transition from the flow pattern without rings to the one-
ring pattern, from the one-ring pattern to the two-ring pattern,
etc. increase with the Rayleigh number (Vorobieff and Ecke,
1998).

4 Conclusions

For the impulsive spin-up of a Rayleigh-Bénard cell, we pro-
duce time sequences of instantaneous horizontal velocity and
temperature maps in the plane adjacent to the top cooled surface
of the cell. The most prominent features of the flow morphology
observed during the spin-up are axisymmetric ring-shaped zones
of downwelling flow characterized by a local drop in tempera-
ture and azimuthal velocity. Whereas the number of the rings
increases with the increase in the final rotation rate, the charac-
teristic radii of the rings do not show a strong dependence on
either R or 2.

The flow evolution during spin-up can be divided into three
stages. First, the flow structures typical of the non-rotating con-
vection are destroyed by the acceleration of the cell, and a
relatively uniform temperature field forms near the top bound-
ary. At this stage, one can also observe accumulation of the
cooler fluid near the vertical wall. During the first stage, the
velocity distribution is consistent with that calculated and mea-
sured for the spin-up of a cylindrical cell without convection.
In the second stage, cold downwelling ring(s) form. Azimuthal
velocity undergoes sharp changes in the rings, and the velocity
profiles no longer resemble ones typical for the no-convection
spin-up. Finally, shear in the rings leads to roll-up of Kelvin-
Helmholz vortices. The mechanism for the formation of the
rings is related to the interaction of the boundary layer stability
and the strong shear induced by impulsive spin up. The axisym-
metric nature of the ring formation suggests that it is the radial
component of the shear that is the important ingredient in the
ring formation. As the fluid approaches solid body rotation, the
magnitude of the shear at the boundaries decreases, reducing its
stabilizing influence on the thermal boundary layer. In addition,
during the spin up the boundary layer has been thickening be-
cause of the heat input from the boundaries. Eventually lateral
instability of the boundary layer occurs. That this manifests
itself in the formation of single or multiple rings is an interesting
topic for future theoretical analysis and for other experiments.
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A bathtub vortex is usually formed at the axis of a drain. In the presence of such a
vortex, gravity separation of solid impurities lighter than the embedding fluid is

modified by centrifugal separation and viscous resuspension. Both mechanisms are
responsible for the agglomeration of impurities at the axis of the vortex. From there
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the impurities are easily sucked into the outlet. In the investigated case, a viscous
Jluid with a given initial rotation is spinning down in a container with endplates both
at the bottom and the top. The amount of fluid withdrawn through a circular hole in
the center of the vortex is constantly replaced by a radial influx. The resulting time-
dependent flow was solved by means of a finite difference method taking into account
the influence of Ekman layers at the bottom and the top. Subsequently, the process

of centrifugal separation of particles lighter than the embedding fluid was studied in
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Introduction

Gravity settling of solid impurities in a viscous laminar flow
has many applications in industrial engineering. In the investi-
gated case, a dilute suspension is flowing through a long non-
rotating container with solid boundaries both at the bottom and
the top. The suspended particles are approximately spherical and
of uniform size and density. They are lighter than the embedding
fluid. Gravity causes them to move up and form a layer of
sediment on the top. At the bottom of the container, fluid is
withdrawn through a circular outlet. Because of perturbations
in the far field, the incoming fluid has a vorticity. As a conse-
quence, gravity settling is modified by centrifugal separation
and viscous resuspension, as will be described in the following.

The vorticity of the incoming fluid is transported to the drain
where it is usually concentrated as a strong local vortex superim-
posing the sink flow, known as bathtub vortex (Fig. 1). An
asymptotic solution of the Navier-Stokes equations for a similar
steady vortex-flow was found by Lewellen (1962). In the un-
steady flow under discussion, friction causes the vortex to spin
down. At the top, viscous resuspension of the sediment is caused
by the shear flow inside the Ekman layer. Centrifugal separation
leads to the agglomeration of the suspended impurities at the
axis of the vortex. From there the particles are easily sucked
into the drain.

This work contains an analysis of the process of centrifugal
separation in the flow field described above. The influence of
the inner and outer Stewartson layers is neglected. To simplify
the present calculations also the influence of gravity is ne-
glected.

Particle Motion in a Classical Oseen Vortex

The time-decaying vortex is asymptotically approximated by
a solid body rotation near the axis and by a potential vortex at
large radii, Truckenbrodt (1991). To distinguish dimensional

Contributed by the Fluids Engineering Division for publication in the JOURNAL
of FLUIDS ENGINEERING . Manuscript received by the Fluids Engineering Division
December 1, 1997; revised manuscript received July 30, 1998. Guest Editor:
D. T. Valentine.

676 / Vol. 120, DECEMBER 1998

Copyright © 1998 by ASME

the aforementioned flow field. The results were compared with the particle motion
in a classical Oseen vortex. For a simplified case an analytical solution was derived
and compared with the corresponding numerical solution. Both results were found
to be in good agreement.

from dimensionless variables, the former will be marked by an
upper asterisk. The velocity v* with the components u*, v¥*,
and w* and pressure p* of the Oseen vortex depend only on
the radius r* and the time #*:

u* =0, v¥=ov¥r* 1*), w*=0, (D
p* = p*(r*, %), (2)
Integration of the azimuthal momentum equation leads to
'} —r*?
vE(P*, %) = 1 - exp( 4 , (3)
27r* r¥?
with
rE’ = AUy + ). (4)

T'# denotes the circulation at r* — o, The radius r¢ (2%) is the
radius of intersection between the two asymptotic cases of the
free and the forced vortex. The constant #¢ references the (vis-
cous) initial state at £* = 0.

Dimensionless variables are introduced by referring all
lengths to r% = r§(0). The angular velocity will be referred
to 0% denoting the angular velocity of a potential vortex with
I'% at r¥. Velocities will be referred to U#; standing for the
Stokesian centrifugal settling velocity of a single particle caused
by QX at r¥:. The time ¢t* will be referred to 7% = r¥/U%;.
Where necessary within the text, the properties of the continu-
ous phase will be denoted by the subscript 1 and the properties
of the dispersed phase by the subscript 2. For a dilute suspension
the influence of the particle motion on the basic flow is negligi-
ble. Restricting the analysis to volume concentrations of the
dispersed phase o <€ 1 within the whole domain, ensures that
the flow can be treated as a single phase flow. The influence of
the Brownian diffusion can be neglected because the Peclet
number,

(5)
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Fig. 1 Sketch of problem

with Z* being the Brownian diffusivity of the particles. We
require that the Taylor number Ta meets the following condi-
tion:

Q ;';fa #*2

14

Ta <1, (6)

where a* denotes the radius of the solid impurities and v* is
the kinematic viscosity of the liquid phase. Ta represents the
ratio of Coriolis to viscous influences on a dispersed particle.
From the condition for Ta the azimuthal velocity of the particle
phase v is obtained as follows:

vF = = ok = wrrk, 7N
The particle Reynolds number
* gk
Re, = L9 < 1, (8)
v¥

Hence, the Stokesian velocity of a single spherical particle is
given by

_ 2g*%*%

u*r

, &)
wherein e denotes the relative density difference of the phases.
Neglecting the inertial and viscous terms in the momentum
balance of the mixture and taking into account the restrictions

(6) and (8), the equation of the relative motion yields the drift
flux of the dispersed phase in the radial direction j sz

Jl, = Us(r#, t*)f(a).

For the hindrance function f(« ), Richardson and Zaki (1954)
postulated:

(10)

fla) = a(l — a)", (11)

with n = 4.7 following from experiments [ Schaflinger (1985)].
The volume flux density of the dispersed phase in the radial
direction is given by

%
2,

J (12)

= i &
- a.];k —J 12,

with j¥ = 0 because the flow has no component in the radial
direction. Insertion of Eq. (12) and the equation of global vol-
ume continuity into the continuity equation for the dispersed
phase, given as

da | 100%i)

8r*  r¥  Orx 0. (13)

yields the (dimensionless) kinematic wave equation as de-
scribed in Schaflinger (1990) ’
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O O
A~ Uxi ) ! PR
o + Uu(r, ) f ' (a) o

— _ <U\'t(ra t) + 6(]_"(", t)
r or

)f(a). (14)

For ¢ = 0, homogeneous concentration is assumed, i.e.,

o = &y (15)
in the whole domain 0 < r < «. Equation (14) was solved
by the method of characteristics and, alternatively, by a finite
difference scheme. Figure 2 shows the solutions for the particle
concentration with the ratio 7%/t ~ 21072, It is seen that
the impurities are concentrated at the axis as ¢ is increasing.
The results obtained by the two methods of integration show
good agreement.

Solid Body Rotation in a Bounded Domain With an
Influx

The time of formation of the Ekman layers is much shorter
than the spin down-time 7% . For t* < 7} the angular velocity
w* is approximately constant.

In the following, we treat the bulk of the suspension apart
from the boundary-layer flows near the horizontal and the verti-
cal walls. We account for the effect of the Ekman layers near
the bottom and the top plates by superimposing the secondary
radial motion induced by the Ekman layers on the bulk flow.
This is justified because the thickness of the Ekman layers §*
= O[(v*/1*)!"?] is very small compared to the height of the
container H*. We assume that outside the Ekman layers 8/0z
= 0.

With the radial influx ¢g* = Q*/27 and the secondary flow
according to Bodewadt (1940) the radial velocity is obtained
as

1 *
u*=——<—q—+xr*VV*w*>, (16)
H* r¥
where k = 1.26 is a dimensionless parameter and
w* = Q% = const. (17)
for a solid body rotation. Inserting
JF=u* (18)
and
i, = Uk(r*)f(a) = —~U*r*f(a) (19)
0.14 .= T | — T
0.12 = -
og = 0.001
0.1 -

0.08
o

0.06

0.04

0.02

0.5 06

Fig. 2 Particle concentration «(r, t) in a classical Oseen vortex com-
puted by a characteristic method (full curves) and a finite difference
scheme (dashed curves); o, = 0.001

DECEMBER 1998, Vol. 120 / 677

Downloaded 03 Jun 2010 to 171.66.16.146. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



0.008 T 1 | T T

0.007 |- g = 0.001

0.006 ~ -

0.005 0t -
@ 0.004 eady state

steady state

0.003 | Y\ solution 7]

0.002 [ -

0.001 ==

0 1 1 | i 1

0 5 10 15 20 25 30

Fig. 3 Particle concentration «(r, t) for solid body rotation in a bounded
domain with a drain computed by the method of characteristics (full
curves) and a finite difference scheme (dashed curves); a; = 0.001

into Eq. (13) and considering

Vej* =0, (20)

we obtain
e 14, v ufia)-ay |2 = 2. 1)
ot v or
In Eq. (21)7
®
r¥c H*¥U%
U=1, (23)
Q) Rk
d = KVV Qrefrref ) (24)
H*U¥;

With R specifying the domain under consideration, the initial
and the boundary conditions are given as
a=q,V0=r=R at =0 (25)
and
a =g V0 <t <x at

r=R, (26)

respectively. For the case of a dilute suspension with f(a)
~ a, Eq. (21) can be solved analytically by the method of
characteristics. For t — %, « is only a function of r and o =
ay, given as (Ungarish, 1993),

(27)

with

2.5 ~

1.5 ]
0<t<3

0.5 1 L | 1 1
0 01 02 03 04 05 06
T

Fig. 4 Angular velocity o(r, t) in a time-dependent vortex flow with a
drain, wlth::ut consideration of Ekman layers (d = 0); configuration 1:
e~1:-10"
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0.6

Fig. 5 Particle concentration «(r, t) in a time-dependent vortex flow
with a drain, without consideration of Ekman layers; a; = 0.001; configu-
ration 1

(28)

This problem served as a test case for the code used for the
analyses reported in the next section. Figure 3 shows both the
analytical and a numerical solution.

Vortex With Influx and Ekman Layer Influence

Inserting Eq. (16) into the azimuthal momentum equation
and dividing by r, we obtain an equation for w which is now
a function of r and r:

2 (- %) (- 22)
r

ot ar
'w 30w
=el—+==—|, (29
e( orr r 8r> (29)
with
o
e = YT et . (30)
rif

At ¢ = 0, the angular velocity w is equal to the angular velocity
of an Oseen vortex given by Eq. (3). At the inner boundary,
there is a no-shear condition for ¢t > 0, i.e.,

%zo at

At the outer boundary, we assume an influx with an angular
velocity

r=20, 30

w(R, t) = w(R, 0). (32)

Substitution of Egs. (12), (16), (18), (19), and (20) into Eq.
(13) yields

0.95

0.9

0.85

0.8

0.75 I 1 ] 1 ]
0 01 02 03 04 05 06

Fig. 6 Angular velocity w{r, t) in a time-dependent vortex flow with a
drain, with‘?ut consideration of Ekman layers (d = 0); configuration 2:
o~5-10~
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Fig. 7 Particle concentration afr, t) in a time-dependent vortex flow,
with (dashed curves) and without (full curves) consideration of Ekman
layers (d = 0); configuration 2

Oa 4 Navw? — adoy | 82
Y [r + r(Uf"(a)w d w)] o
2
= U(w2 + M)f(a), (33)
or

with the initial condition

a=gVO<r=R a t=0 (34)
and the boundary conditions

@:Ovo<t<w at r =0, (35)

or

a=a VO<tr<ow at r=R. (36)

Equations (29) and (33) can be integrated by means of a finite
difference method.

We have found that the concentration profiles a(r, t) strongly
depend on the properties of the particles and the suspending
fluid. Figures 4, 5, 6, and 7 show a(r, t) and w(r, t), respec-
tively, for different dimensionless parameters ¢. The influence
of the Ekman layers was neglected by setting d = 0. The radial
influx convects the vorticity to the axis where it is concentrated
as can be seen in Fig. 4. For the second configuration (Fig. 6),
the viscosity v* is sufficiently large. Hence, internal friction
counteracts the aforementioned effect.

The difference in the concentration profiles follows from the
different behaviour of w(r, ). In configuration 1, the particle
concentration a(r, t) reaches higher values than in configuration
2 because the larger angular velocity w(r, t) enhances the cen-

Journal of Fluids Engineering

trifugal separation. The high negative value of w/dr in con-
figuration 1 near the axis of the vortex is responsible for the
decline in « in this domain, where more impurities are with-
drawn than are replaced.

For reasons of numerical stability we had to take a very small
value for g*. This is why there is almost no difference between
the concentration profiles in configuration 2 (Fig. 7) and the
Oseen vortex (Fig. 2). In Fig. 6, however, near the axis a small
increase in w(r, t) can be observed. It is caused by the influx.

Figure 7 shows the influence of the Ekman layer secondary
flux (d # 0) for configuration 2. This motion in the outward
direction hinders the concentration process. Its influence, how-
ever, is small compared to the influence of the viscosity.

Conclusions

We investigated the centrifugal separation of a monodis-
persed mixture in a nonrotating cylindrical domain with solid
endplates both at the bottom and the top under the conditions

Ta<1 and Re, < 1.

Within the given range of parameters, a considerable increase
in the particle concentration «(r, ¢) is achieved in very short
dimensional times ¢*. It was found that the concentration pro-
files as regards their shape and their absolute values, strongly
depend on the kinematic viscosity »* of the suspending liquid.
The secondary radial motion caused by the Ekman layers hin-
ders the separation process.

As a further step it is intended to consider the influence
of gravity and the mechanism of viscous resuspension of the
sediment below the top plate inside the Ekman shear regions.
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occur on the axis of rotation and/or the bottom end wall for certain ranges of the
characteristic parameters, the Reynolds number, the aspect ratio of the container,
and the ratio of the rotation rates of the end walls. Flow fields in a container of
aspect ratio 2.0 are examined for Reynolds numbers from 100 to 3000 and ratios of
the rotation rates of the top and bottom end walls from —0.10 to 1.0. For a range
of ratios of the rotation rates of the top and bottom end walls and Reynolds numbers

it is shown that ring vortices surrounding a columnar vortex core exist.

Introduction

Flows in closed cylindrical containers with one end wall
rotating have been studied in great detail because under certain
conditions stagnation points occur on the axis of rotation, lead-
ing to one or more separation bubbles: This phenomenon has
been interpreted as a type of vortex breakdown. The structure
of the single-bubble vortex breakdown phenomenon observed
in the flow inside the cylinder is a type B breakdown as de-
scribed by Leibovich (1984). Escudier (1984 ) showed experi-
mentally that these separation bubbles tend to be axisymmetric
in a large region of parameter space. Since flows in cylindrical
containers with a rotating lid tend to be axisymmetric, computa-
tional investigations that solve the axisymmetric equations of
motion can be used to study the details of these flows. This will
further our understanding of vortex breakdown in general. These
types of flows also have applications in chemical mixers and
combustion chambers.

Vogel (1968, 1975) and Ronnenberg (1977) experimentally
observed single bubble vortex breakdown in flows in a cylindri-
cal container with one rotating end wall and mapped the region
in Reynolds number-aspect ratio space where these breakdowns
occurred. Escudier (1984) extended the previous work and
mapped regions of one-, two- and three-bubble breakdowns as
well as regions of oscillatory flows.

The computational study of Lugt and Haussling (1982) pro-
vides a preliminary glimpse into the onset of vortex breakdown
in a cylinder caused by a rotating end wall. Lugt and Abboud
(1987) extended this study and included the effects of thermal
gradients to within the Boussinesq approximation. Lopez
(1990), Brown and Lopez (1990), and L.opez and Perry (1992)
describe the results of an extensive numerical investigation of
the rotating end wall problem. They presented comparisons with
the experimental observations reported by Escudier (1984),
described the physical mechanism of the breakdown phenome-
non in these flows, and described the details of two unsteady
modes of motion (periodic internal separation and coalescence
of bubbles).

Daube and Sorensen (1989) and Tsitverblit (1993) suggest
that the unsteady flows occur as the result of a supercritical
Hopf bifurcation as Reynolds number is increased beyond a
critical value for an aspect ratio &% = H/R = 2.5, where H
is the height of the cylinder and R is its radius. This conjecture
is plausible as Escudier (1984) did not find hysteresis at the
location of the critical Reynolds number (he approached the
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critical value from above and below in his experimental investi-
gation). Gelfgat et al. (1996a) determined the linear stability
of the axisymmetric flows for aspect ratios between 1.0 and 3.5
and showed that oscillatory solutions indeed arise due to a
supercritical Hopf bifurcation. Three modes of instability, de-
pending on the aspect ratio of the container, were found to
occur.

Spohn, Mory and Hopfinger (1993) and Spohn (1991) stud-
ied experimentally the flow with one rotating end wall, a fixed
side wall and a free surface. This flow is analogous to the flow
in the lower half-plane of a closed cylinder with both end walls
rotating at the same rate if free surface effects are negligible.
In that case the free surface acts as a pure-slip boundary. Spohn,
Mory and Hopfinger found that recirculation bubbles occur for
certain combinations of aspect ratio and Reynolds number and
mapped regions of vortex breakdown and the boundary between
steady and unsteady flow.

Valentine and Jahnke (1994) studied numerically the flow
with both end walls rotating at the same rate and a fixed side-
wall. Regions were mapped in Reynolds number-aspect ratio
parameter space where different types of recirculation bubbles
were found to occur. The evolution of the separation bubbles
as the Reynolds number was varied for fixed aspect ratios was
also discussed. The numerical results of Valentine and Jahnke
compare favorably with the experimental results of Spohn,
Mory and Hopfinger (1993) for aspect ratios larger than one,
where free surface effects are negligible.

Roesner (1990) studied experimentally the flow in a cylinder
with both end walls rotating and a fixed side wall. It was shown
that a slight co-rotation of the second end wall tends to enhance
the occurrence of recirculation bubbles while a slight counter-
rotation of the second end wall tends to suppress formation of
recirculation bubbles. Gelfgat et al. (1996b) determined steady
and oscillatory solutions for this problem over a large region of
parameter space. Linear stability analysis of the steady solutions
showed that oscillatory solutions arise due to a supercritical
Hopf bifurcation of the steady solution.

Watson and Neitzel (1996) studied the problem where the
side wall and one end wall rotate at one angular velocity while
the remaining end wall rotates at a different angular velocity.
They determined regions in parameter space where recirculation
regions occurred on the axis of the cylinder and analyzed
whether the Brown and Lopez breakdown criteria could be used
to predict incipient vortex breakdown. It was found that the
criterion was not predictive, as it was only satisfied after a
breakdown bubble had appeared.

In this paper we examine the recirculation bubbles (or ‘vor-
tex-breakdown’ phenomena) that occur in flows in cylindrical
containers when both end walls rotate at different rates with a
fixed side wall. Significant changes are observed in the flow
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field as the rotation rates of the bounding surfaces are varied.
Several types of vortex breakdown occur including the well
known internal-flow vortex breakdown that is predicted in the
problem with only one end wall rotating as well as a breakdown
in which a vortex ring surrounds a vortical core.

Computational Analysis

The geometry of the flow field analyzed in this study is a
cylindrical container with rigid walls. The flow field driven
by rotating the end walls is assumed to be axisymmetric. The
equations describing the axisymmetric flow inside the cylindri-
cal container are the equations for the azimuthal component of
the vorticity, w, the azimuthal component of the velocity (or
swirl), v, and the meridional-plane stream function, . The
equations are:

Ow 1 0wrw 6ww= 2@+E
ot r Or 0z r 0z r
1 (0w 16w w O%w
— to——=4+=—),
Re<6r2 ror r? 8z2> (D
v 10urv Owv wv
ot r Or 0z r
1 (0% 186 v O%
= (22 L 28)
Re(ar2 ror r’ 822> 2
% 1oy 0%
VLT, 3
or*  r or 07z* e 3
where
1 8 1 84
= e = - —-—, 4
e YT T @
and
L Ou_ Ow
T 0z or

The u is the radial component of velocity and the w is the
vertical component of velocity. The dimensionless parameter in
Egs. (1) and (2) is the Reynolds number, defined as Re =
,R*/v, where §), is the rotation rate of the top end wall, R is
the radius of the cylinder, and v is the kinematic viscosity of
the fluid inside the cylinder.

The no-slip boundary condition is imposed on all bounding
surfaces of the cylindrical container while radial symmetry is
imposed on the axis of the container. No-slip in the axial and
radial velocities is imposed through the finite difference approx-
imation to the definition of the vorticity in terms of the stream
function, Eq. (3). Constant rotation rates are applied to the
container side wall and the end walls, thus specifying constant
azimuthal velocities on these surfaces. In addition, the condition
of no mass flux through the container walls or the axis of
symmetry is satisfied by imposing a zero value of the stream
function on these surfaces. The boundary conditions are then:

a) r=0, O0=sz=dR% Y=0, =0, v=0

b) O0=sr=s1, z=HAR =0, %=O, v=r
0z

¢) r=1, O0=sz=A% =0, Qﬂ:o, v=20
or

d) O=r=<1, z=0 ,1/:0,-?:,1):,6)‘
Z

where 8 = Q,/Q,, ©, is the rotation rate of the bottom end wall
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and (), is the rotation rate of the top end wall. In the present
work AR = 2. ‘

Steady solutions were calculated by: 1) using Eq. (4) to write
Egs. (1)-(3) in terms of ¢, v, and w only, 2) setting all time
derivatives equal to zero, 3) discretizing the resulting partial
differential equations 4) applying a continuation method to the
discretized equations. Second-order central differences are used
to discretize the partial differential equations except at the
boundaries where second-order one sided differences are used.
The same pseudo arc-length continuation technique, based on
the work of Doedel and Kernevez (1985), as used by Jahnke
and Valentine (1996) is used here. A steady state was deter-
mined to have been reached when both (i) the residual of the
discretized forms of Eqs. (1)~ (3) and the boundary conditions
was less than 107° at all grid points and (i) the relative change
of all variables in a Newton iterate was less than 10~°, The
Reynolds number and 3 are used as continuation parameters in
the present study.

A nonuniform grid with 77 grid points in the radial direction
and 137 grid points in the axial direction was used in the contin-
uation computations. The nominal grid size in the radial and
axial directions was 1/60, but extra grid points were packed near
the bounding surfaces to resolve the boundary layers. Packing of
grid points was obtained by progressively halving the grid size
near the boundaries of the flow. This made it possible to use
second ordered central differences throughout the flow field,
even at grid points where the grid size changes by simply pass-
ing over a grid point when necessary. Additional details on
the grid and numerical resolution can be found in Jahnke and
Valentine (1996), including comparisons of results from three
different grids.

Results and Discussion

The motivation for this study was to further our understand-
ing of vortex breakdown in cylindrical containers. For the case
of a single rotating lid, Brown and Lopez (1990) describe the
physical mechanisms that lead to the occurrence of recirculation
bubbles on the vortex core. The waviness of the streamlines
near the vortex core is the result of a centrifugal wave and the
resulting divergence of streamlines causes the production of
negative azimuthal vorticity which induces the recirculation
bubbles.

Brown and Lopez (1990) also point out that the core flow
is nearly inviscid so angular momentum, T" = rv, and head, #
= P/p + (1/2)(u* + v? + w?), are constant along streamlines.
Since the centrifugal wave is primary to the vortex breakdown
and the amplitude and wavelength of the wave depend on the
initial values of I" and #, the history of the fluid particles
entering the vortex core is important to the development of
vortex breakdown. Indeed, Brown and Lopez (1990) point out
that the influence of Reynolds number on vortex breakdown is
mainly to change the distribution of I" and # entering the vortex
core.

Since the distribution of I" and # entering the vortex core is
affected by the boundary layers on the side wall and the station-
ary end wall, Valentine and Jahnke (1994) analyzed the flow
in a cylindrical container with a pure slip boundary condition
on the bottom end wall (equivalent to a midplane of symmetry
for a container of twice the height). The distribution of I" and
# entering the vortex core is substantially different when a
pure-slip boundary condition, as opposed to a no-slip boundary
condition, is applied on the bottom end wall. As a result, the
recirculation bubbles that occur when a pure slip condition is
imposed on the bottom end wall are qualitatively different than
the recirculation bubbles that occur when a no-slip condition is
imposed on the bottom end wall. In particular recirculation
bubbles occur at lower Reynolds numbers and evolve into toroi-
dal vortices surrounding a vortical core when the pure slip
boundary condition is used on the bottom end wall.
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Fig. 1 Zero streamline contours

Based on this previous work we decided to examine the effect
of rotating the bottom end wall along with the top end wall.
Rotating the bottom end wall results in a centrifugal acceleration
that causes a radial outflow along the bottom end wall and
results in a recirculating region adjacent to the bottom end wall.
Figure 1 shows, for /% = 2, the zero streamlines as functions
of Reynolds number for several values of 5. For f§ equal to
zero (fixed lower end wall) a single recirculation bubble occurs
on the axis of rotation for Re = 1578 and a second bubble
appears for Re = 1878. The second recirculation bubble disap-
pears as the Reynolds number is increased while the first separa-
tion bubble moves toward the stationary end wall. Eventually
the initial separation bubble also disappears. These results agree
with Escudier (1984), Lopez (1990) and Gelfgat et al. (1996a,
b). The movement of the separation points connected to the
breakdown bubble is continuous. As a check for bifurcations
of the flow field, the determinant of the Jacobian was evaluated
in the continuation process. No sign changes were observed in
any of the present calculations, so the bubbles occur as a result
of the evolution of the flow field and are not a result of bifurca-
tions. This agrees with the linear stability analysis of Gelfgat
et al. (19964, b).

A slight corotation of the bottom end wall changes the charac-
ter of the breakdown bubble. Increasing S to 0.24 causes the
recirculating region adjacent to the bottom end wall to grow
larger as shown in Fig. 1(b). The bubble again appears initially
as a slender vortex on the axis of rotation and resembles the
slender body vortex discussed by Leibovich (1968). This bub-
ble also migrates toward the bottom end wall as the Reynolds
number is increased and the stagnation point closest to the
bottom end wall moves onto the lower end wall and becomes
a periodic point of the flow (¥ = 0, w = 0, v # 0). This point
eventually moves back onto the axis of rotation as the Reynolds
number is further increased. Eventually the two stagnation

682 / Vol. 120, DECEMBER 1998

points come together and disappear resulting in a ring vortex
that persists over a range of Reynolds numbers.

For B = 0.48 the topological features of the flow over most
of the range of Reynolds numbers are qualitatively similar to
the flow with # = 0.24. The recirculating region adjacent to
the lower end wall is larger for larger values of 8 and a periodic
point exists on the lower end wall for a much larger range of
Reynolds numbers. One new feature is that the vortex ring that
forms when the recirculating region detaches from the axis of
rotation breaks into two rings for sufficiently large Reynold’s
numbers.

When 8 = 0.75, Fig. 1(d), the structure of the flow field is
quite different than the structure of the flow field for smaller
values of . The recirculation bubble adjacent to the lower end
wall is quite large and occupies most of the lower half of the
meridional plane. At low Reynolds numbers a slender separation
bubble occurs on the axis of rotation that is similar to the bubble
that forms for lower values of 5. As the Reynolds number is
increased the separation points move towards the lower end
wall. Near Re = 1100 the lower separation point of the recircu-
lation bubble merges with the separation point of the lower
recirculating region resulting in two recirculating regions sepa-
rated by an undulating streamline. This flow field persists for
Reynolds numbers up to 3000.

The above results concerning bubble onset and evolution are
summarized in Fig. 2 which shows the critical values of Re and
[ at which separation bubbles first occur and at which transi-
tions to different types of bubbles occur. It is seen that separa-
tion bubbles on the axis of rotation first occur at lower Reynolds
numbers when the bottom end wall is rotated in the same direc-
tion as the rotation of the top end wall. The critical Reynolds
number at which a separation bubble first appears on the axis
of rotation increases very rapidly when the bottom lid is rotated
in the direction opposite to that of the top lid (i.e., 8 < 0). For 8
= —0.05 no separation bubble was found to occur for Reynolds
numbers up to 3000. This trend agrees with the experimental
results of Roesner (1990). Gelfgat et al. (1996b) found recircu-
lation bubbles for Re = 2000 and § > —0.03 and for larger
negative values of § at Reynolds numbers above 3000.

To understand the effects of rotating the bottom lid, the case
of 8 = 0.48 will be examined in detail. Figure 3 shows contour
plots of the stream function, the swirl and the azimuthal vorticity
for § = 0.48 and Re = 1000, 2000, 3100. Figure 3(a) shows
that a separation bubble exists on the axis of rotation of the
container and a recirculating region exists adjacent to the lower
end wall for Re = 1000. It can be seen that one effect of the
recirculating region in the lower corner is to decrease the effec-
tive height, and thus aspect ratio, of the container. Since vortex
breakdown occurs at lower Reynolds numbers in lower aspect
ratio containers (Escudier, 1984) the trend of earlier vortex
breakdown with increasing rotation rate of the bottom end wall

3000.0

20000 |

fe N
1000.0 | B 7

o'o-o.z 0.0

™

Fig. 2 Cartoons of recirculation regions
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Fig. 3 Contour plots of the stream function (a, d, g}, swirl (b, e, h) and
azimuthal vorticity {(c, f, i) for § = 0.48 and Re = 1000 (a, b, ¢),
Re = 2000 (d, e, f), Re = 3100 (g, h, i)

may be partially explained by the decrease in the effective
aspect ratio of the container as the rotation rate of the bottom
lid is increased. For Re = 2000, Fig. 3(d), the breakdown
bubble has moved toward the bottom end wall and the stagna-
tion point closest to the bottom end wall has moved onto the
end wall and become a periodic point of the flow (¢ = 0, w =
0, v # 0). The downward movement of the breakdown bubble
with increasing Reynolds number is due to the increased nega-
tive azimuthal vorticity in the core region that results from
vorticity tilting and stretching, (v/r)(8v/3z). It is this increased
negative azimuthal vorticity that causes the lower stagnation
point to move onto the bottom end wall. It should be noted that
the velocities in the r and z directions near the core are very
small (as can be inferred from the streamlines).

Another effect of the recirculating region in the lower corner
is to increase the swirl and thus the angular momentum turned
toward the axis of rotation. The outer streamline of the recircu-
lating region adjacent to the lower end wall acts similar to a
pure-slip boundary to the meridional flow created by the top
end wall. Very little dissipation of angular momentum occurs

Journal of Fluids Engineering

along this surface except in the boundary layers along the side
wall and bottom end wall.

For the case of a fixed bottom end wall, the boundary layer
present along the bottom end wall dissipates angular momentum
as illustrated in Fig. 4, which shows contour plots of the stream
function, the swirl, and the azimuthal vorticity for Re = 2000
and § = 0. Whereas Fig. 4(b) shows that the swirl does not
increase as the fluid approaches the axis of rotation (because
angular momentum is dissipated in the boundary layer along
the fixed bottom end wall), Fig. 3(e) shows that the swirl
increases as the fluid moves toward the axis of rotation (because
angular momentum is conserved along the streamline separating
the recirculating region adjacent to the lower end wall from the
meridional flow produced by the top end wall).

As discussed by Brown and Lopez (1990) the distribution
of I" entering the vortex core along the axis of rotation is im-
portant to vortex breakdown. Since the core flow is essentially
inviscid, the centrifugal wave that eventually leads to the break-
down is controlled by the upstream distribution of T and #.
Increased swirl entering the region of the vortex core results in
a core region less receptive to radial disturbances causing the
fluid to turn toward the top end wall at a greater distance from
the core (cf. Figs. 3(d) and 4(a)). Note that the same contour
levels are plotted in all figures so a direct comparison of the
figures is possible.

The Brown and Lopez criterion that the helix angle of the
velocity vector must be greater than the helix angle of the
vorticity vector on a streamsurface near the core upstream of
the breakdown bubble for breakdown to occur is satisfied for
the flow with the rotating bottom end wall. It is found that the
helix angle of the velocity is greater than the helix angle of the
vorticity along the entire core except in the regions near and
inside the breakdown bubble. The Brown and Lopez criterion
is also satisfied before a breakdown bubble appears.

As the Reynolds number is further increased the periodic
point on the lower end wall migrates back to the axis of rotation,
becoming a stagnation point again, and the upper stagnation
point on the axis of rotation moves downward. When the two
stagnation points along the axis of rotation meet and annihilate
each other the bubble does not collapse as is the case with the
fixed bottom end wall, but a ring vortex is formed as shown in
Fig. 3(g). The Brown and Lopez criterion for vortex breakdown
was also applied to this flow and it was found to be satisfied
in the entire core region except in the region of the ring vortex.
Again it must be noted that the Brown and Lopez criterion for
breakdown was developed for a flow situation quite different
from the present case, but since the criterion concerns the neces-
sary condition for the production of negative azimuthal vorticity
on a diverging streamtube, a situation that occurs in the present
flow, it is not surprising that it is satisfied for the flows under
consideration here.

Fig. 4 Contour plots for § = 0, and Re = 2000; (a) stream function,
(b) swirl. (¢} Azimuthat vorticity
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There is a notable decrease in the size and strength of the
recirculating region adjacent to the lower end wall as the Reyn-
olds number is increased. This occurs because there is an en-
hancement of the meridional flow induced by the upper end
wall at the higher Reynolds number. Also, the effect of viscous
diffusion along the stationary side wall is reduced as the Reyn-
olds number in increased. Thus, the Ekman layer on the bottom
end wall must counteract a stronger flow coming from the top
end wall. Additionally, the Taylor-Proudman Theorem suggests
that the meridional flow will become weaker as the axial rotation
of the fluid is increased and the axial rotation of the fluid in-
creases with Reynolds number as there is less dissipation.
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We report the results of a numerical study of the creation of stagnation points in a
rotating cylinder of fluid where both endwalls are rotated. Good agreement is found
with previous results where the stagnation points are formed on the core of the
primary columnar vortex. Novel phenomena have been uncovered at small aspect

ratios where stagnation occurs off-axis directly and the secondary vortex which is
created forms a toroid. The case is then considered of a small cylinder placed along
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1 Introduction

The steady flow in a cylinder where one or both endwalls
rotate has been the subject of a great deal of numerical and
experimental research. The case where one endwall rotates was
first studied by Vogel (1968) in a combined numerical and
experimental investigation. He showed that the primary flow
was a columnar vortex which developed a pair of stagnation
points midway along its central core above a certain Reynolds
number, Re. An axisymmetric secondary recirculation was thus
created and Vogel suggested that this situation could be consid-
ered as a weak steady form of the important and yet ill-under-
stood problem of vortex breakdown (see e.g., Hall, 1972). This
interpretation of events is still not widely accepted (see e.g.,
Keller, 1995) and perhaps this focus of the debate detracts from
what is an interesting internal vortex flow. It is appealing in
that it is one of the few fluid mechanical situations where close
quantitative comparison can be made between numerical calcu-
lation and experimental observation. It also has technological
implications for a diverse range of flow situations such as swirl
combustion chambers, flow between shrouded computer disks
and in satellite fuel containers. In all of these situations, a deeper
understanding of the origin and location of stagnation points
could prove vital in gaining insight into the origins of time
dependence and hence more complicated motions.

Vogel’s original work was extended by Escudier (1984 ) who
carried out a systematic experimental study. He established the
range of existence of the secondary vortices in terms of the two
control parameters Re and the aspect ratio I'. In particular, he
showed that the secondary vortices exist over a finite range of
Re, i.e., they appear above a certain value of Re and disappear
above a greater one. He also showed that they do not form for
I' = 1.0 and that multiple steady vortices and time-dependence
exists at sufficiently large I" and Re.

Escudier’s results have stimulated several numerical and ex-
perimental investigations. Perhaps the most extensive discus-
sion of the phenomena are given in a series of papers by Lopez
and his collaborators (1990a, 1990b, 1992). These results are
broadly in agreement with Escudier’s observations and the in-
sight gained from the numerical investigation has been used to
establish a criterion for the onset of the secondary recirculation.
Further numerical investigations were performed by Tsitverblit
(1993) who used continuation methods with the steady Navier
Stokes equations to show that the secondary vortices do not
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the center of the flow and despite the qualitatively different boundary condition, the
phenomena are found to be robust.

appear critically at a bifurcation point but rather evolve
smoothly with increase of Re.

In more recent investigations the focus of attention has moved
towards variants of the original problem. These include counter
and co-rotation of both ends of the cylinder by Jahnke and
Valentine (1996) and Gelfgat, Bar-Yoseph and Solan (1996),
flow with a free surface by Hyun (1985) and Spohn, Mary
and Hopfinger (1993) and symmetric rotation of both ends by
Valentine and Jahnke (1994). The counter and corotation of
ends has been found to either suppress or enhance the secondary
vortex, respectively. It is the configuration where both ends co-
rotate at the same speed which is the subject of our investigation,
since it provides new and interesting features which are not
present in the original problem of a singly rotated end.

Valentine and Jahnke’s work was inspired by Spohn et al.’s
experiments with a free surface. They show that by changing
the end boundary from a stationary wall as in the original prob-
lem, to a free surface, so the upper limiting Re for the recircula-
tion is removed. Their calculations are for the case where the
aspect ratio is greater than one. Instead of disappearing as Re
is increased, the recirculation intensifies and migrates from the
central core to a point off-axis. Hence, the stagnation point
becomes a circular stagnation line or periodic point of the flow
and the recirculation bubble forms a torus. In Valentine and
Jahnke’s numerical model both ends rotate at the same speed
so that the central plane is equivalent to the free surface of the
experiment. Now, two pairs of stagnation points are formed at
sufficiently large Re so that a pair of recirculation bubbles are
equally disposed about the mid-plane. It is established that there
is no upper limit to the existence of the secondary recirculation
bubbles and broad agreement between theory and experiment
is obtained. In addition, the bubbles are also found to migrate
from the core to off-axis locations as Re is increased, so that a
toroidal bubble is formed and the stagnation points become
periodic points of the flow as in the free surface experiments.
These results were confirmed and extended to include the onset
of time-dependence by Lopez (1995) for the symmetric driven
ends case with aspect ratio 1.5.

The aim of the present study is to extend the parameter range
studied by Valentine and Jahnke to include aspect ratios smaller
than one where novel phenomena are uncovered. We study
the steady, axisymmetric Navier Stokes equations using the
numerical continuation program called ENTWIFE (Cliffe,
1996) which we have used extensively to obtain good quantita-
tive agreement between calculation and experiment for Taylor-
Couette flows (see e.g., Cliffe, Kobine and Mullin, 1992). The
weight of numerical and experimental evidence suggests that the
creation of the secondary recirculation is a steady axisymmetric
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Fig. 1 Schematic of the computational domain

phenomenon and hence this approach seems justified. We then
consider the situation where a thin solid cylinder is placed along
the central core. This qualitative change in the inner boundary
condition is, perhaps surprisingly, shown to have little effect
on the results. We consider the cases where the inner cylinder
rotates with the endwalls and where it is stationary and compare
and contrast the results. Finally, we investigate the effects of
increasing the diameter of the inner cylinder to see if the phe-
nomena persist into parameter regimes normally associated with
Taylor-Couette flows.

2 Formulation of the Problem and Numerical Tech-
nique

We computed steady, axisymmetric flows of an incompress-
ible Newtonian fluid in bounded cylindrical or annular domains.
The restriction to axisymmetric flows enabled the computations
to be performed in two-dimensional (radial) domains, as shown
in Fig. 1. Superscripts (*) denote dimensional quantities. Three
different flow configurations were investigated. In each case the
top and bottom surfaces rotated with the same angular velocity
Q. We considered; (i) no inner cylinder (for which r{ = 0),
(ii) a stationary inner cylinder, and, (iii) an inner cylinder
rotating with angular velocity .

The primative variable formulation of the incompressible
steady, axisymmetric Navier-Stokes equations was solved via
the finite-element method, using quadrilateral elements with
biquadratic interpolation of the velocity field and discontinuous
piecewise linear interpolation of the pressure field. The length
and velocity scales, and therefore the Reynolds number and
aspect ratio, depended upon the problem at hand.

(i): No Inner Cylinder. The natural length and velocity
scales were the radius of the container 5 and Qr ¥ respectively.
The Reynolds number, R = (r5)?/v and the aspect ratio, I'

= L*¥/r¥. We defined r = r¥/r¥, z = z¥Tr¥, u, =
Tu*/Qr¥, ug = ul IQr¥ and u, = u¥/Qr3. The computational
domain was therefore

{(r,z) €0, 1] X [—0.5,0.5]}

and the boundary conditions were
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ug=r, on z==x0.5

U, =

=0, on r=1

u, =0

(ii): Stationary Inner Cylinder. The natural length and
velocity scales were the gap width d* = r¥ — r¥ and Qr
respectively. The Reynolds number, R = Qr }d*/v, the aspect
ratio, I' = L*/d*, and the radius ratio = r{/r} . We defined
ro= (r¥ — rild*, z = z2MTd*, u, = TufiQry, uy =
up/Qrf and u, = u¥/Qrf. The computational domain was
again

{(r,z) € [0,1] X [-0.5,0.5]}

and the boundary conditions were

u =0
1 -1
=1+ r, on z= *0.5,
n

u, =0

u =0

g =90, on r=20,1.

u, =0

(iii): Rotating Inner Cylinder. The length and velocity
scales were the same as for (ii) and the same nondimensionali-
zation was applied. The boundary conditions were

u, =0
u9=1+<1*n>r, on z = =*0.5,
n
u, =0
u, = 0
=1, on r=20
u, =0
u =0
=0, on r=1
u, =0

Most of the calculations were carried out using 24 X 28
elements but some were also performed using 48 X 56 elements
to check details. No appreciable difference was found between
the results. Appropriate corner refinement of the finite-element
mesh and smoothing of the velocity discontinuities was em-
ployed. Details of both may be found in Tavener, Mullin and
Cliffe (1990). Arclength continuation methods were used to
follow solution branches in (R, I', ) parameter space. The
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Fig. 2 Plot of domain of existence of recirculation bubble on the
(Re, I') plane. The bubble exists above the curve ABCD.

streamfunction was computed from the primative variable solu-
tion.

As pointed out by Tsitverblit (1993), the onset of the recircu-
lation bubble is a continuous process and so an estimate of its
appearance requires an extra criterion. This is not a straightfor-
ward procedure since the bubble is typically very weak com-
pared with the primary vortex and the spatial location depends
on I'. The first point is often not commented on in the literature
where streamlines for the primary and secondary vortices are
most often plotted using non-uniform scaling to emphasise the
bubble. This has the obvious advantage of enhancing the struc-
ture of the bubble but it may give a misleading impression
of its strength. The effect of the weakness of the bubble is
compounded by the varying spatial location of its onset and
this rendered all attempts to automatically detect its appearance
ineffective.

The method we used to detect the first onset of the bubble
was to simply visually inspect the streamline plots calculated
for fixed I" when Re was increased in ~1 percent steps. A
bubble was deemed to be present when a visable area was first
enclosed by the zero streamline. In practice, the bubble grows
rapidly with Re and so we are confident that this is a reliable
criterion which is robust. Moreover, our results are in good
quantitative agreement with the limited data set available from
Valentine and Jahnke (1994) who used alternative methods.

3 Results

The results for the boundary of the range of existence of the
secondary recirculations on the (Re, I') plane for the case of
no inner cylinder are shown in Fig. 2. We have decided to show
the results as a series of points rather than a fitted curve to
emphasise that these are estimates of the bubble onset obtained
using the methods described above. For parameter values below
the line of points labeled ABCD, only the primary vortex exists
and the secondary recirculation bubbles form when this curve
is crossed by varying either Re or I'.

In the aspect ratio range C to D two pairs of stagnation points
are formed on the core of the primary vortex. We show a typical
sequence of streamline plots for this range of T" in Fig. 3. All
the streamline plots are shown in the computational domain

{(r,z) €10, 1] X [—0.5, 0.5]}

shown schematically in Fig. 1. This corresponds to one half of
a cross-sectional slice through the axisymmetric domain. We
have chosen small streamline values to emphasise the bubble
and hence omitted those for the primary vortex which are typi-
cally two to three orders of magnitude greater. They were calcu-
lated for I" = 2.0 and (a) Re = 450, (b) Re = 455, and (c)
Re = 500. It can be seen that the recirculations appear on axis
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Fig. 3 Half-plane streamline plots for I' = 2 and (a) Re = 450
(b) Re = 455 and (c) Re = 500. In each case there is no inner cylinder
present. In each figure ¢y = +1 X E"to +1 X E~*in steps of 1 x E*
and 0.

between Re = 450 and 455 and subsequently increase in size
and strength as Re is increased.

The next sequence of streamline plots shown in Fig. 4 were
calculated at I" = 0.8 and (a) Re = 500, (b) Re = 5085, and
(¢) Re = 520 and are typical of events at onset in the aspect
ratio range A to B in Fig. 2. Distortion of the streamline patterns
such as in Fig. 4(a), is first seen at Re ~ 450. However, flow
reversal and the enclosure of a detectable area by the zero
streamline is first evident at Re = 505 as in Fig. 4(»). The
recirculations now form a toroidal vortex whose inner and outer
limits are set by circles of stagnation lines around the generator
of the cylinder. Hence the stagnation points are now periodic
points of the flow. These toroidal vortices have been reported
previously by Valentine and Jahnke (1994) and Spohn et al.
(1993), but in those cases the bubbles were initially formed on
the core and they subsequently migrated to an off-axis position
as Re was increased. We believe that the present results are the
first calculations of the direct onset of these toroidal vortices.

In the aspect ratio range B to C in Fig. 2, a mixed stage is
observed where there is a pair of stagnation points on the axis
and a single circular stagnation line off-axis. Thus there is a
smooth change in the type of recirculation bubble formed at
onset involving the coalescence of pairs of stagnation points.
For large I" a pair of on-axis bubbles is formed at onset while
for small I" a toroidal vortex develops. It is clear that there is
no lower limit to the aspect ratio range for the existence of
these secondary vortices. These results are in agreement with
the speculation of Spohn et al. who suggested that this should
be the case but were unable to pursue this point in their experi-
mental investigation due to technical difficulties.

The above results show that stagnation points need not neces-
sarily form initially on the central core of the flow. Indeed,
Jahnke and Valentine (1996) have shown that separation may
also occur on the outer boundary of the cylinder when it is
made to rotate. All of this evidence suggests that if a small
cylinder is placed along the central core of the flow then one
might expect toroidal vortices to appear above a certain range

2 7 7 ¥a
a) b) )

Fig. 4 Half-plane streamline plots for ' = 0.8 and (a) Re = 500
(b) Re = 505 and (c) Re = 520. In each case there is no inner cylinder
present. In each figure y = +1 X E~7 to 1 X E™*iin steps of 1 x E~*
and 0.
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Fig. 5 The range of existence of the recirculating bubbles with inner
cylinders present plotted as a function of Re and I'. The locus labeled
EFG is for a rotating inner cylinder and HIJ for a stationary one. In both
cases the radius ratio is set to 0.1.

of Re. We therefore decided to investigate this possibility and
the results for the range of existence of these secondary vortices
are shown in Fig. 5.

We studied two different versions of the problem. In one,
the inner cylinder rotated with the ends while in the other it
remained stationary. The set of points for the case where the
inner cylinder rotates with the ends is labeled EFG while that
for a stationary cylinder is labeled HIJ in Fig. 5. The radius ratio
of the two cylinders was set to 0.1 for all of these calculations. It
is immediately clear that they have the same qualitative form
as each other and are also the same as the set shown in Fig. 2
where there is no inner cylinder present. The locus of points
for the stationary cylinder case is above that for the rotating
one indicating that rotation assists the onset of the recirculation
bubble.

It may also be seen in Fig. 5 that the minima of the curves
are all at approximately the same aspect ratio in all three cases.
The scaling for Re now involves the radius of the inner cylinder
and the gap width which is the convention for Taylor-Couette
flows. Hence the ratio of this Reynolds number and that defined
for the case when no inner cylinder is present involves

n(l — 7).

Thus the minimum for the case of a rotating cylinder would be
~28.0 and that for a stationary one is ~32.0. Hence in the
cases where an inner cylinder is present the minimum is ~10
percent of the corresponding value for no cylinder.

We show in Figs. 6 and 7 the streamline sequences for the
onset of the bubbles for aspect ratios 2 and 0.8 where a rotating
inner cylinder is present. The sequences for a stationary inner

L
|

a) b) c)

Fig. 7 Re = 52 and (c) Re = 60. In each case a rotating cylinder is
present at the left-hand edge of the figure. In each figure y = =1 X E~7
to =1 X E™*in steps of 1 X E~" and 0.

"
¢

cylinder exhibit the same features except that they are displaced
to slightly higher Reynolds numbers. It can be seen that the
streamline patterns are qualitatively similar to those shown in
Figs. 3 and 4 when there was no inner cylinder present. A
pair of toroidal recirculation bubbles are formed near the inner
cylinder at the larger value of I" and as an off-axis toroidal
vortex for I' = 0.8. The formation sequence shown in Fig. 6 is
perhaps less distinct than in the case when there is no cylinder
present but when viewed in detail it can still be distinguished.
Hence, the addition of a small cylinder has not produced any
qualitatively different features. There are some weak effects but
they are subtle and will require more research before any defi-
nite statements can be made.

We now turn our attention to the effect of the radius ratio of
the two cylinders on the onset of the stagnation points in these
rotating flows. This investigation was carried out using the case
where the inner cylinder rotates with the ends. We show in Fig.
8 the Reynolds number for the onset of the bubble at I’ = 1
plotted as a function of the radius ratio 1. A curve has been
fitted through the calculated data points using least squares. It
can be seen that the Reynolds number for onset is greatly af-
fected by 7 and rises steeply as n — 0.5. At these Reynolds
numbers in Taylor-Couette type flows a strong time dependence
would occur and so it is unlikely that they will be observable
in an experiment. However, flows with similar vortex structure
have been found in Taylor-Couette and related flows by Lensch
(1988) and Kobine and Mullin (1994). Both cases involved
experiments with a single primary vortex which developed a
small secondary vortex above a certain range of Reynolds num-
bers. Hence the situation is analogous to the present one but
the relationship plotted in Fig. 8 suggests that any link may be
coincidental,

The lower curve shown in Fig. 8 was obtained using the
relationship 250n(1 — 1) which should hold if there is a simple
scaling between the case with no cylinder and the present one.
If the onset of the bubble is unaffected by the presence of
the cylinder the Reynolds numbers with and without the inner
boundary should have a simple geometrical relationship. It can
be seen that this is a reasonable approximation for values of 5
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Fig. 6 Half-plane streamline plots for I' = 2.0 and (a) Re = 43
{b) Re = 44 and (c) Re = 50. In each case a rotating cylinder is present
at the left-hand edge of the figure. In each figure ¢y = +1 X E~"to =1 X
E~*in steps of 1 X E-' and 0.
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Fig. 8 Graph of the onset Reynolds number for a recirculation bubble
for aspect ratio 1.0 plotted as a function of radius ratio. A curve has been
fitted to the calculated points. The lower curve shows the relationship
2509(1 - »).
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= 0.1 and thereafter the inner cylinder has a strong effect on
the flow field.

4 Conclusions

The numerical results reported here agree with previous cal-
culations and observations for the onset of recirculation bubbles
within internal rotating flows. We have extended the investiga-
tion to small aspect ratios and found the first evidence for the
direct onset of off-axis toroidal bubbles which ought to be ob-
servable in an experiment. We have also shown that the flow
is relatively insensitive to qualitative changes in the inner
boundary condition which were achieved by introducing solid
cylinders along the central axis. This is true as long as the radius
ratio of the two cylinders is less than 0.1.
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The Interaction of Spinning
Liquid Film With Swirling Gas in
Cylindrical Vessel—EXxperiments
and Numerical Simulations

Experimental flow visualizations and numerical simulations of the interaction of a
spinning liquid film with a swirling gas in a cylindrical vessel are reported. A gas/
liquid flow that simulates the high-pressure conditions of combustion was successfully
visualized in a transparent test chamber. The test chamber was a mockup of a liquid
propellant gun ignition system component called the hydrodynamically-stabilized
combustor. Water-glycerol mixtures were used for the liquid, and ballistically com-
pressed helium-nitrogen was used for the gas. The liquid is injected tangentially
along the cylindrical test chamber wall where it spreads as a spinning film. The gas
is then injected tangentially and interacts with the liquid. The flows were insensitive
to the tilt angle of the test chamber and only mildly sensitive to the liquid viscosity.
Liquid entrainment by the gas and subsequent atomization occurs promptly (within
‘2 ms) after the onset of gas injection, and the flow in the test chamber vent passage
is a swirling, transonic, two-phase flow. Two types of three-dimensional simulations
of the liquid and gas injection into the test chamber were performed using the CRAFT
Navier-Stokes code. The first type was of the initial liquid flow only. The second type
was of the high-pressure gas injection into the chamber, with the liguid initialized
in an annulus around the chamber surface with a swirl velocity. The numerical
simulations were successful in capturing the primary characteristics of the flow
phenomena observed in the experimental flow visualizations. This included yielding
the observed liquid flow patterns before gas injection and capturing the cellular
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structure observed after gas injection.

Introduction

The fluid dynamic/combustion system concept described in
this paper was investigated during the development of the igni-
tion system for a large-caliber, regenerative liquid propellant
gun under the U.S. Army’s Liquid Propellant Gun program.
The regenerative liquid propellant gun, which is described in
more detail by Klingenberg et al. (1997a), uses two moving
pistons to inject the liquid propellant (LP) during the combus-
tion process. The two pistons are designed such that an annular
injector is formed when there is an axial separation between
them. Before ignition, the liquid propellant is located in a sepa-
rate reservoir. An external ignition system is required to raise
the pressure and temperature in the combustion chamber to start
the injection process and ignite the LP.

A program requirement was that the ignition system for the
large-caliber, regenerative liquid propellant gun also used the
same LP as the gun system, rather than a solid propellant charge.
This was a development issue because of the large amount of
LP charge (100 to 200 cm®) that was required in the igniter
main-stage combustor. To date, the only reliable, stable way to
combust these large liquid propellant charges was using the
regenerative injection method, with the LP injection rate con-
trolled by the piston motion. The use of the regenerative injec-
tion concept for the ignition system was deemed too complex.
Instead, a staged combustor concept was explored that used
increasing size chambers in which the initial LP loading density
(ratio of LP mass to total chamber volume) was about 0.2 to
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0.35 g/cm®. A problem that was encountered when using these
simple medium-loading density combustors was the occurrence
of high-amplitude pressure waves that caused damage to the
chamber or internal components of the ignition system. A new
igniter main-stage concept was developed in an attempt to use
the fluid dynamics of the liquid and gas injection to stabilize
the combustion of the LP igniter charge. This concept was called
the hydrodynamically stabilized combustor (also called the
HDSC). Experimental testing of the HDSC concept showed
that it was still subject to combustion anomalies (Hanson,
1995). Since the HDSC concept offered other important advan-
tages, such as an ignition system that could potentially be inde-
pendent of gun elevation, further investigation into the fluid
dynamic aspects of the HDSC concept was desired. The experi-
mental and computational results described in this paper are
two results of this investigation.

The HDSC, whose sketch is shown in Fig. 1, uses tangential
injection to centrifugally spin a LP film on cylindrical walls,
thus preventing unreacted liquid from draining into the gun
combustion chamber, downward through the HDSC centerline
vent. After termination of the LP injection, a separate (smaller)
charge of LP is ignited in a prestage initiator (not shown) and
the resulting high-pressure, hot gas enters tangentially into the
HDSC in the same direction as the spinning liquid. The hot gas
and the LP are injected tangentially through single ports that
are at the same azimuthal location on the chamber wall. The
gas inlet port diameter is 9.53 mm and is located the farthest
from the exit port (102 mm), while the LP inlet port diameter
is 3.18 mm and is located 69 mm from the exit port. The hot
gas interacts with the spinning LP, ignites it, and converts it to
high-pressure (ca. 100 MPa), hot fluid that flows into the gun
combustion chamber through the 20.62-mm vent. It was hoped
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Fig. 1 Geometry of the HDSC

that the swirling motion of the liquid/gas would (a) provide
for a gun-elevation independent ignition system and (») stabi-
lize the combusting surface of the LP and prevent combustion
instabilities. However, combustion instabilities still occurred.
Because uneven distribution of liquid on the walls of the HDSC
just prior to ignition can cause the instabilities, we decided to
conduct a flow visualization study of the liquid/gas distribution
using a transparent replica of the HDSC and insert fluids. In
addition to aiding the gun developers in redesigning the HDSC,
the flow visualizations would be useful in validating, at least
qualitatively, a numerical simulation of the liquid/gas interac-
tion. The replica tested in this study will hereon be called the
““test chamber,”” while the actual component of the gun ignition
system will continue to be referred to as the HDSC.

The flows in this study are unique, and the authors are not
aware of previous studies of such flows. Although the first phase
of the injection process involves only the liquid, the three-dimen-
sional geometry and the free surface boundary conditions defy
analytic solution of the flow. The second phase of the injection
process is vastly more complex, and it involves the gas injection
and the gas/liquid interaction prior to ignition. The gas enters the
chamber through a complex-shaped inlet as an underexpanded jet
and expands in a spinning configuration axially toward the choked
vent orifice of the test chamber. Because of its high shear velocity
(almost sonic once expanded beyond the inlet), the gas entrains
the spinning liquid film violently. As summarized by Kuo and
Cheung (1995), many studies of liquid entrainment by shear flow
have been conducted. However, they cannot be applied directly
to the case at hand, because, although the liquid entrainment mech-
anisms of shear flow are universal, their correlations are highly
empirical and process dependent. Therefore, we based our choice
of the simulant fluids on universal flow mechanisms and practical-
ity of use. This paper describes the results of flow visnalizations
and numerical simulations of the two phases of the liquid/gas flow
in the test chamber.

Approach

Flow Visualization Tests. The developer of the ignition
system hardware drove the objectives of the flow visualization.

Journal of Fluids Engineering

The HDSC was already in the testing phase of its development,
and design modifications to improve its performance were re-
quired rather quickly. We were asked to visualize the fluid
flow in the first two phases of the HDSC process at three tilts
(elevations), 0, 40, and 75 deg; and with three liquid charges
of 100, 140, and 180 cm® (corresponding to loading densities
of 0.132, 0.185, and 0.238 g/cm®). Desired data are liquid
velocities and retention time in the spinning configuration, pres-
surization rate, gas velocities, void fractions, and liquid particle
sizes. During the test program, only average liquid velocity,
liquid retention time in spinning configuration, and pressuriza-
tion rates could be practically obtained. Notwithstanding, good
quality photographic data that elucidated the HDSC flow pro-
cesses and verified the adequacy of the numerical simulations
were obtained.

We selected water-glycerol mixtures for the test liquids be-
cause they do not precipitate (like salts or sugars) and because
they have advantageous properties—their surface tensions are
within 10% of the surface tension of the actual LP (67 dyne/
cm), their densities (1—1.2 g/cm®) approach the LP density
(1.43 g/cm?), and their viscosity range (1-—36 cp) overlaps
the LP viscosity (7.1 cp). A mixture of 50/50 nitrogen-helium
was selected for test gas because of its low molecular weight
(thus simulating the actual combustion gas), and efficient bal-
listic compression to high pressure and temperature.

The experimental system is designed for good photographic
access and ease of cleaning and setup; its schematic is shown
in Fig. 2. The system consists of four major components: the
transparent test chamber, the gas vessel, the igniter, and the
liquid vessel. The entire assembly can be tilted to test the effects
of gravity. The test chamber is comprised of three (203-mm
OD) highly polished clear acrylic slabs bolted together with
three bolts. The gas vessel is a modified Autoclave o-ring clo-
sure reactor-vessel, model OR0050SL30. Its smooth bore con-

_ tains a piston for ballistic compression of the vessel gas. The

vessel is equipped with a 607L Kistler pressure transducer. The
igniter is mounted onto the rear of the gas vessel. It is equipped
with a 607C Kistler pressure transducer. The liquid vessel is an
Allenair (gas/hydraulic) cylinder, model SSED-2-1/2*5 SR-
R-HTP.

The gas and liquid vessels are connected to the test chamber
via injection tubes made from Autoclave 9/16-in tubes (14.2-
mm OD, 7.9-mm ID). The injection tubes slide fit into the test
chamber wall web and are sealed peripherally with o-rings. The
tubes’ bores intersect tangentially with the inner surface of the
test chamber and form the injection ports. The injection axes
are on the same plane. (See also Fig. 1.) The liquid injection
tube assembly contains a check valve with a 172-kPa (25-psi)
cracking pressure. The gas injection tube assembly is fitted to
the gas vessel via a modified Autoclave filter. A brass seal disc
(9.5-mm OD), pressure-fit into a disc retainer unit at the filter’s

MIRROR

IGNITER

| i
SOLID PROPELLANT & LIQUID check Yalve
VESSEL

(B —— pressure transducer
@'FEU}E}
TRANSPARENT

TEST CHAMBER

Fig. 2 Schematic of the experimental setup
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inlet, seals the gas vessel from the test chamber. The disc un-
seats during ballistic compression in the gas vessel, when the
pressure exceeds 25 MPa. Unlike a rupture disc, it does not
introduce debris into the chamber. The liquid and gas injection
tubes are each equipped with a Kistler 601B1 pressure trans-
ducer close to their injection ports. The pressure transducer in
the liquid tube effectively measures the liquid injection pressure
and, once the gas injection starts, the wall pressure in the test
chamber at the liquid port location.

A motion-picture camera initiates the test via a timer-se-
quencer. First, the liquid is injected into the test chamber by
applying 6-MPa helium on the rear of the liquid-vessel piston.
After a preset time (0.25-0.32 s), the igniter is fired, and the
ballistically compressed gas is injected into the chamber. The
vented liquid is continuously collected, and its final volume is
measured. Data are recorded on a Nicolet 420 Wave Recorder.

A Photec IV 16-mm motion picture camera equipped with a
45-mm f/2.8 Mamiya-Sekor Model M645 lens and a wide-
angle attachment was used for high-speed (5000 frames/s) cin-
ematography. Rolls of 16-mm Kodak 2253 Ektachrome film
were used. Video was taken (60-fields/s, 1-ms/frame exposure
time) with a JVC Professional CCD Color Video Camera Model
BY-10U, equipped with a zoom lens. Four 640-W tungsten
halogen lamps were used for illumination. A mirror mounted
at 45 deg on the top of the test chamber facilitated composite
photography of the side and top views. To enhance photographic
details, the liquid was colored deep blue using a minute amount
of methylene blue.

Numerical Simulations. The objective of the numerical
study was to determine the feasibility of modeling the liquid
and gas injection processes in the HDSC ignition system. The
numerical study was undertaken after the flow visualization
study was nearly complete. Therefore, the numerical study used
the test conditions of the flow visualization study as inputs.
Specifically, one flow visualization test was chosen as the base-
line for the numerical simulation. If the results of the numerical
study compared well with flow visualization results, then it was
hoped that the model could be used to further study some of
the physics of the concept or, if run times were reasonable, be
used as an engineering design tool:

The CRAFT Navier-Stokes code (Sinha et al., 1992) was
used to perform transient, three-dimensional simulations of inert
liquid and gas injection and mixing in the test chamber. The
CRAFT code is based on the TUFF aerodynamic code devel-
oped by Molvik and Merkle (1989). It is a three-dimensional,
finite-volume code that uses an implicit, upwind scheme based
on that of Roe (1981). A Total-Variation-Diminishing (TVD)
technique of Chakravarthy and Osher (1983) is used to obtain
higher order accuracy without spurious oscillation behavior. A
large-eddy simulation (LES) approach is used for turbulence
modeling, i.e., the large-scale turbulent structure is directly sim-
ulated by the flow solver while the small-scale (on the order of
the grid cell size) dissipative structures are modeled. In the
code version used in the present study, a third-order accurate
TVD scheme, second-order time integration, and a simple
small-scale (sub-grid) turbulence model were used. A summary
of the CRAFT code numerics and modifications for short-dura-
tion transient, chemically reacting, multiphase flows is provided
by Hosangadi et al. (1995). Hosangadi et al. (1995) also pres-
ent several fundamental numerical validation studies that dem-
onstrate the capability of the CRAFT code to analyze problems
involving finite-rate combustion, turbulence with large-scale
vortical structures and transient wave processes particular to
gun propulsion systems. The CRAFT code was successfully
used to simulate flows in the electrothermal-chemical gun and
the regenerative liquid propellant gun (Hosangadi et al., 1995;
Hosangadi et al., 1996; Madabhushi et al., 1995). All calcula-
tions were performed in serial mode on the Silicon Graphics
Inc. Power Challenge Array (SGI-PCA) system located at the
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DOD High Performance Computing Center at Aberdeen Prov-
ing Ground, Maryland.

The test chamber geometry required that a three-dimensional
calculation be performed. A grid of 51 X 51 X 61 (150,000
computational cells) was developed using the GRIDGEN grid
generation program ( Steinbrenner and Chawner, 1994) and was
used for all simulations. Figure 3 (a) shows a view of the outside
surface of the computational grid, indicating the location of the
liquid and gas inlets and the exit vent of the test chamber.
Figure 3(b) shows a close-up of the inlet regions. The liquid
inlet area consisted of 48 cells and the gas inlet area consisted
of 52 cells. The liquid and gas inlets were projections of circles,
of the respective diameter, onto the inside surface of the test
chamber, representing the interface of the tangential inlet and
the inside surface of the test chamber. As shown in Fig. 3(d),
the gas inlet intersected the chamber wall in the reduced diame-
ter region (Fig. 1). The liquid inlet was specified as a fixed
inflow velocity boundary condition. The gas inlet was specified
as an inflow boundary condition where the static pressure and
temperature and velocity vector direction cosines were speci-
fied. The exit vent was specified as a non-reflecting boundary
that properly handles the choke flow exit condition. The grid
was nearly uniform in the interior region of the computational
domain and no attempt was made to resolve the boundary layer
along the test chamber wall so that the computational cost would
be reduced. An inviscid, ‘‘slip,”” boundary condition was used
at the chamber walls. The grid was generated such that the
circular boundary of the chamber wall made up the four ‘‘sides’’
of the computational domain so that there was no ‘centerline’’
boundary in the computational domain.

Results

Flow Visualization Tests. The sequence of tests is given
in Table 1. Three tilt angles were tested—0, 40, and 75 degrees.
The liquid was injected at a rate of 460 = 10 cm®/s—close to
the rate in the HDSC. The gas was injected within 0.25—0.32
s after the end of the liquid injection, just as in the HDSC. The
gas injection parameters were picked to minimize the mainte-
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Table 1 Test matrix

Gas injection initial

Liquid volume (cm®) pressure in gas vessel

Test (amount injected of (MPa)/amount of
no. W-water, G-glycerol) IMR in igniter (g)
i-3 140W None
4-6 140 .5W/.5G |
7,8 140 .25W/.75G |
9-11 100 .5W/.5G |
1214 180 .5W/.5G |
15 100W 5.2/6
16, 17 140W 5.2/6
18-20 140 .5W/.5G, 100W, 140W 5.2/6, 5.2/10, 8/7
21-25 140W 8/7.5

nance expenditures (such as repolishing the wall adjacent to
gas inlet) but still yield realistic data.

Pressure Data. Typical pressure data of a nominal test (No.
24 are shown in Fig. 4. For simulation of the HDSC flow, the
period of interest is the liquid injection, the intermission be-
tween liquid injection and gas injection, and the first 3 ms of
the gas injection. Figure 4(a) shows the liquid injection pres-
sure and, once the gas is injected, the gas pressure in the test
chamber. Figure 4(b) shows the first 3 ms of the static gas
pressure in the gas jet slightly upstream the gas inlet, and the
pressure on the test chamber wall at the liquid inlet location.
(The latter pressure, shown multiplied by a factor of 10, is
much lower than the former indicating that the underexpanded
gas jet has greatly expanded when it reaches the location of the
liquid injection port.) Experimentally, the gas inlet pressure
pulsated because the piston in the gas vessel rebounded back
and forth in a damped spring-mass fashion, The 3-ms duration
corresponds to about half of the period between the first (and
highest) and second pressure peak. The nominal peak pressure
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Fig. 4 Pressure traces of test 24: (a) at liquid inlet, (b) at gas and liquid
inlet after the onset of gas injection

Journal of Fluids Engineering

of the igniter was 170 MPa and this resulted in a (stagnation)
peak pressure of about 50 MPa in the gas vessel.

Because of excessive erosion of the inner surface of the test
chamber, only one maximum-pressure test (No. 19) was con-
ducted (reaching peak pressures of 165, 33, and 2.9 MPa in the
gas vessel, gas inlet, and liquid inlet respectively). Yet, the
visual records from that test feature flow phenomena that are
similar to those recorded in the nominal pressure tests. There-
fore, the data can be extended to the HDSC.

Visualization Data. Selected video and cinematic records
were rendered digital and stored as image files on a personal
computer. The video frames were frame-grabbed from the VCR
(480*640 pixels). The cinematic films were scanned using a
KODAK film scanner (1024#1546 pixels) and stored as se-
quences of 5 frames/image pictures on KODAK Photo-CDs.
The image files were color-processed for detail enhancement
and for printing using Adobe Photoshop software.

The visual records are most meaningful when observed as
movies or video in full color. Representative video pictures are
shown in Fig. 5(a). The pictures show the clear test chamber
from the side, with the top view observed through a mirror (and
therefore reversed). The pictures show the spreading angle of
the liquid and its containment in a film on the curved wall,
including the stepped diameter curved wall. Representative cin-
ematic pictures are shown in Fig. 5(»). The pictures show
cellular structures of the liquid film on the walls after gas injec-
tion. The milky appearance of the inner chamber reflection and
the vent indicate liquid spray in the bulk of the chamber and
liquid discharge through the vent.

The visual records portrayed interesting aspects of the flow
that were found in all the tests. They are as follows:

1. The liquid is expected to spread on the wall because a
pressure gradient exists between the centrifugal pressure
in the center of the flow and the atmospheric pressure
on its edges. Indeed, the liquid spreads on the curved
walls but not with even thickness. An even-thickness
liquid film would have contained the largest amount of
liquid injected, 180 cm®, in an annular volume below the
97.8-mm stepped diameter (Fig. 1). Experimentally, the
liquid film covered the gas injection port and spreads
upward on the stepped diameter curved wall, even in the
case of the 100-cm® injection.

reflection of the h,’?,‘,,l"'
vent orifice

reflection of the injection tubes
in the transparent test chamber

liquid film rotating
on the wall

liquid injection
point

| 3 )
| Side View'

| boundaries of expanding liquid
| film from injection point.

LlI(||mI spreads above the
stepped diameter.

cellular structure of
liquid film on the wall

Fig. 5 Visual records of test 24: (a) video pictures of onset of liquid
injection, (b) cinematic pictures of gas injection
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2. During the liquid injection, the liquid spreads on the
curved wall within an angle of 55 * 5 deg from the
injection port, independent of the liquid tested.

3. The spinning liquid pulsated axially with a sub-10-Hz
frequency.

4. No liquid vents from the test chamber before gas injec-
tion. In tests Nos. 1—14, where only liquid was injected,
the liquid continued to spin on the wall after the termina-
tion of its injection for a certain ‘‘retention’’ period. We
define this period as the time interval from the termina-
tion of the liquid injection until gravity caused the liquid
film to sag 5 cm down the walls in zero tilt configuration
or to drip from the walls in tilted configurations. (The
retention periods are given in Table 2 and are accurate
to within =0.017 s (as 0.017 s is the duration of a video
frame).)

5. After the termination of the gas injection, the liquid
spread back over the curved wall and resumed its spin-
ning motion.

The retention times are very important with respect to the
timing of prestage ignition in the HDSC. It is desired to inject
the combustion gas in the HDSC when the LP spins on the wall
and does not block the gas inlet and the HDSC vent. As Table
2 indicates, even for the lowest liquid charge (100 cm®) and
. the highest viscosity (36 cp) there is a long (in gun firing
time scale) window of opportunity (0.3 s) for gas injection.
Therefore, variations in liquid viscosity are not problematic with
respect to the HDSC ignition concept. The liquid resumes its
spinning motion once the gas injection pressure drops, a fact
that is of no consequence for the HDSC—in the HDSC the LP
is ignited by the injected gas and burns rapidly at high pressure.

It was very difficult to determine the liquid velocities on the
test chamber walls. Turbulence features in the liquid effectively
serve as flow markers, but they can be followed only for a
maximum of three frames when photographed at 5000 frames/
s. The liquid port injection velocity at full injection pressure is
calculated to be about 43 m/s. From the photography, it is
estimated that upon termination of the liquid injection, the mid-
wall circumferential velocity of the liquid film velocity is 25 +
5 m/s, and it relaxes to 9 = 5 m/s before the gas injection. The
liquid collapses downward along the walls (in O deg tilt) or
drops onto the bottom (in 75 deg tilt) once its velocity drops
below 1 m/s and the gravitational acceleration overcomes the
centrifugal acceleration.

In general, the visualization data reveal that the tilt angle and
choice of liquid had no discernible influence on the observed
gas/liquid interaction phenomena. We suppose that for the
tested conditions, fluid momentum transfer effects overshadow
any viscosity and surface tension effects. Therefore, for ease of
operation, most of the gas injection tests were conducted with
water and at a 0 deg tilt angle. The gas action on the liquid
asymmetrically redistributes the liquid on the wall. The com-
plete visualization of this phenomenon required cinematography
from different camera angles. Analysis of the complete set of
cinematic pictures indicate the following:

1. The liquid film on the wall shears away unevenly under
the action of the gas and forms twisting cellular struc-
tures.

Table 2 Post-injection retention period‘ (a) of the liguid (b)
in spinning configuration

100
0.38

140
0.48

180
0.60

Liquid volume (cm?)
Time (s)

(a) Times do not differ for more than 0.034 s for injections at different
tilt angles.

(b) For a .5W/.5G liquid mixture (viscosity = 6 cp). Add 0.05 s for W
(1 cp) and subtract 0.08 s for .25W/.75G (36 cp).
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2. A portion of the sheared liquid is deposited on the liquid
film on the opposite side from the gas injection port.

3. Liquid starts to vent from the test chamber after 0.6 ms
from the onset of gas injection,

The unevenness of the liquid distribution is an important obser-
vation. It is suspected that such distribution is the cause for
measured pressure spikes during the HDSC combustion process.
This is addressed further in the Discussion section.

Numerical Simulations. Two cases were computed. The
first case included only liquid injection. The second case in-
cluded gas injection into the chamber that had an annular ring
of liquid initialized along the test chamber wall with a swirl
component of velocity. The flow visualization test 24 was used
as the baseline for these two numerical simulations. This test
was performed with 140 g water (see Table 1) and those were
the properties given to the liquid in the simulation. The helium-
nitrogen gas mixture (50/50 by mole) properties were: molecu-
lar weight, 16 kg/kg-mol; specific heat ratio, 1.498; and a spe-
cific heat (constant pressure) of 1562 J/kg-K.

Liquid Injection Simulation. In the liquid injection simula-
tion case, only the first 27 ms of the injection was simulated.
This was necessary because of the impracticality of simulating
the full injection period (400 ms) with the relatively long com-
putational times required for the simulation (2.7 minutes per
iteration with a maximum time step of 1.0 X 10~°s). Simulating
only the early part of the liquid injection was a reasonable
simplification based on the flow visualization observation that
the liquid was in a stable, swirling motion with a slowly de-
caying velocity for most of the injection period. Although the
characteristics of this early portion of the liquid injection are
not critical to the operation of the HDSC, it is a good reference
point for determining how well the numerical calculation does
in simulating the liquid injection characteristics.

The initial chamber conditions in the simulation were set as
gas at a uniform pressure and temperature, 1 MPa and 300 K,
respectively. Specifying a constant velocity at the liquid inlet
cells controlled the injection of liquid. The velocity unit vectors
were oriented tangential to the chamber wall, with no initial
axial component. The specification of inlet liquid and gas was
controlled by specifying the cell gas volume fraction, ¢,. The
inflow of liquid was specified by setting ¢, equal to 1.0 X 107>,
The inflow liquid velocity was specified at 31.6 m/s, which was
calculated from the experimental pressure data as the average
injection velocity during the first 20 ms of injection (the very
early region of the ‘‘liquid injection’’ pressure profile in Fig.
4(a)].

Figures 6(a) and 6(b) show the evolution of the liquid injec-
tion into the test chamber at two times. In the top portion of
Fig. 6, a liquid mass fraction isosurface of 0.7, representing a
dense spray, is shown. The bottom portion of Fig. 6 shows
shaded contours of liquid mass fraction in a plane that cuts
through the liquid inlet and is perpendicular to the chamber
axis. The liquid jet, injected tangentially at 31.6 m/s, is seen to
spread axially, covering the cylindrical part of the test chamber
wall (Fig. 6(a)). The liquid is observed to remain along the
wall with the dense spray just inside the liquid region (Fig. 6
(b)). The axial component of the liquid velocity is due to the
pressure gradient that is generated between the center of the
flow and the edges by the centrifugal forces.

The simulation at 8.0 ms (Fig. 6(a)) compares with the left
image of Fig. 5(a), which shows the liquid injection at about
10 ms. The liquid jet has traversed about half-way around the
test chamber wall at this time in both the simulation and the
flow visualization test. The liquid jet is moving faster in the
computation than in the experimental flow visualization. This
is likely due to the fixed inlet specification, which does not take
into account the experimental startup transient that is noticeable
in Fig. 4(a), and the slip-wall boundary condition. The simula-
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Fig. 6 Time evolution of liquid injection into test chamber at (a) 8 ms,
and (b) 16 ms. Upper figure: Liquid mass fraction isosurface level 0.7.
Lower figure: Liquid mass fraction shaded contours.

tion at 16.0 ms (Fig. 6(b)) compares with the right image of
Fig. 5(a), which shows the liquid injection at about 27 ms. At
this time both the simulation and the test show that the liquid
jet has traversed around the chamber wall a little more than one
complete revolution. This can be seen in the simulation by
observing that the 0.7 level isosurface has moved past the injec-
tion orifice while the liquid jet is still spreading from the inlet.
Although difficult to make out clearly due to still-picture limita-
tions, this can also be observed in the test result (right image
of Fig. 5(a)), where the dense spray is observed to have flowed
past the jet inlet. The spreading angle of the jet in the simulation
was measured to be about 45 deg, which is reasonably close
to the 55 = 5 deg measured in the experiment. Although the
comparisons with the test results are mostly qualitative, they
show that the numerical simulation successfully captures the
physical characteristics of the early liquid injection into the test
chamber.

Gas Injection Simulation. 'The gas injection simulation was
not a continuation of the liquid injection simulation. Instead,
the chamber was initialized with liquid in an annulus around
the inside surface of the test chamber. Figure 7 shows a cross
section of the chamber with liquid mass fraction contours show-
ing the initialization of the liquid in the chamber. The chamber
was initialized by setting the ¢, value in the first two cells next
to the chamber wall to give 140 cm® of liquid (water) in the
chamber. Only one cell was initialized as liquid in the stepped-
diameter (smaller diameter) region. Using two cells made the

Liquid
Mass
Fraction

Fig. 7 Shaded contours of liquid mass fraction showing initial location
of liquid in gas injection simulation
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annulus of liquid approximately 5 mm thick. If the cells were
initialized as all liquid (¢, = 0) the amount of liquid would
be well over 140 cm®. The value of ¢, to give 140 cm® of
liquid in a gas/liquid mixture was calculated to be 0.36833. An
estimate of the actual annular film thickness was too difficult
to discern from the flow visualization experiments. However,
the liquid was observed to spread over the smaller diameter
region of the chamber so it was initialized in this way. The
remainder of the cells in the chamber represented the nitrogen-
helium mixture (¢, = 1.0). Both the liquid and the gas were
set to 1 MPa and 300 K. An initial uniform swirl velocity of
10 m/s was set for all cells in the chamber. This velocity was
estimated from the flow visualization tests as the velocity di-
rectly prior to gas injection.

The injection of the gas into the test chamber was simulated
by using the experimental pressure-time data (Fig. 4(b)). This
pressure, which was measured in the gas inlet, was used as the
static pressure in a row of ghost cells outside the gas inlet cells.
The inflow velocity was then calculated as part of the solution.
The velocity was specified to be tangential to the chamber wall,
with no axial component. The temperature of the incoming gas
was set to 300 K.

The simulation was run until 3.1 ms with a maximum time
step of 5.0 X 1077 and took about 380 hours of CPU time on
a single processor of the SGI-PCA. Although the flow visualiza-
tion was recorded for more than 50 ms, the combustion in the
HDSC takes place in the first 2—4 ms. Therefore, this is a
reasonable time period since only the early part of the gas
injection is relevant for determining the state of the liquid when
combustion takes place in the HDSC.

The cellular structure observed in the experiments (Fig.
5(b)) was also evident in the simulation. Liquid mass fraction
isosurfaces (0.7 and 0.85) are shown in the top portion of Fig.
8. Note that in Fig. 8, for clarity, only the front half of the
computational volume (closest to the observer) was made visi-
ble. The lower portion in Fig. 8 shows filled contours of liquid
mass fraction in a cross-section that cuts through the gas inlet
(the dashed line in the upper portion of the figure). The view

s
i

0 0.10203040508070808 1

° 0;' n‘;&:oaasoeorosoe 1
(a) (b)

Fig.8 Side view of liquid mass fraction isosurfaces (0.7 and 0.85) {upper
figure} and shaded contours of liquid mass fraction in gas inlet plane at
(a) 1.4 ms and (b) 1.6 ms after gas injection
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is from below the chamber. The gas jet (lightest region in lower
figure) is observed to move across the chamber at an angle of
about 75 deg, rather than tangentially along the chamber wall.
Although the gas jet is expected to expand and have a compo-
nent in the radial direction, this large radial component is likely
due to error induced by the inflow boundary condition, i.e.,
setting the flow direction nearly parallel to the boundary. Since
the goal of the simulation was not to obtain quantitative mea-
surements, we believe qualitative comparisons of the gross char-
acteristics of the liquid/gas interaction can still be made with
the flow visualizations. Although the still-picture illustrations
may be limiting, but we believe that both the flow visualizations
and the simulation show similar gross characteristics of the
flow—liquid entrained in eddies that are produced by the dy-
namics of the gas jet. A liquid spray is observed in the test
chamber vent in the experiment at both times shown in Fig.
5(b). Liquid was also observed in the chamber vent in the
simulation, although it was at a mass fraction lower than 0.7 at
the first time shown in Fig. 8.

The total amount of mass lost from the test chamber by the
end of the computation (3.1 ms) was a little less than 0.3 g.
The rate of the mass leaving the chamber was very low during
the computation but increased at about 1.0 ms, indicating the
point at which liquid likely began leaving the chamber in addi-
tion to gas. Experimentally, it was not practical to measure the
flow rate of the test chamber effluent. Of course, it is this type
of information, not possible to measure in the experiment, that
drives the desire to perform the numerical simulations.

Discussion

The most important observation from both the experimental
flow visualizations and the flow simulations was the *‘cellular’’
structure of the gas/liquid interaction. The term cellular, per-
haps not the best description, was used after viewing the experi-
mental flow visualizations, which only allowed viewing the
contact of the flow with the clear test chamber wall (Fig. 5).
From the flow simulation results it was observed that some of
the liquid was engulfed in three-dimensional vortical structures
(Fig. 8) that give a similar cellular appearance if viewed by
their contact with the chamber wall. These vortical, or eddy,
structures are important because they can lead to high-loading-
density pockets of thermally and chemically ‘‘preconditioned’’
liquid propellant. The ‘‘explosive’’ combustion of these pockets
of liquid propellant were believed to be a probable cause of the
high-amplitude pressure spiking that was observed in a high-
pressure jet research facility (Birk et al., 1995) and the ignition
phase of the regenerative liquid propellant gun (Hosangadi et
al., 1996; Klingenberg et al., 1997b). High-amplitude pressure
spiking was the nature of the combustion anomalies present in
the actual HDSC igniter. The pressure spikes were believed to
be the cause of localized pitting that was observed on the inside
surface of the HDSC chamber wall (Hanson, 1995). This would
be consistent with the localized, explosive combustion postula-
tion. The inert gas/liquid flow structure shown in Fig. 8 could
easily lead to such localized regions of preconditioned liquid
propellant in the actual HDSC. It was evident after observing
the experimental flow visualizations that a design change was
necessary since the gas/liquid interaction was not in the form
of a stable shear layer but was susceptible to these pockets of
liquid propellant.

The fluid dynamics of the supersonic gas jet appeared to
control the gas/liquid interaction, including the location of lig-
uid accumulation. A similar observation was made by Hosan-
gadi et al. (1996) in simulations of the interaction of a super-
sonic gas jet with an initially static puddle of liquid in a test
chamber. The domination of the flow characteristics by the gas
jet is a likely reason for the insensitivity to chamber tilt angle
and mild sensitivity to liquid viscosity that was observed in the
experimental flow visualizations.

696 / Vol. 120, DECEMBER 1998

To numerically test the effect of viscosity, a second gas injec-
tion simulation was run with a liquid viscosity 100 times that
in the first simulation. All other parameter settings were the
same as in the original gas simulation. The effect of the substan-
tial increase in viscosity appeared to be a small change in the
time-history of the flow with the primary flow characteristics
the same as those in the first gas injection simulation. Compar-
ing liquid mass fraction isosurfaces from each simulation at the
same time showed large eddy structures of almost equivalent
size and shape. There was only a small difference in the size
and location of the smaller eddies. The effect of viscosity on
the flow structure is believed to be too small to affect the com-
bustion anomalies observed in the HDSC. The effect of viscos-
ity on the liquid injection simulation was not investigated be-
cause the experimental flow visualizations showed that the lig-
uid viscosity had little effect on the state of the liquid at the
beginning of gas injection. The hydrodynamics of the gas injec-
tion phase dominated the flow process.

The LES turbulence approach used in the CRAFT code al-
lowed the direct numerical simulation of the large eddies that
were observed in the gas injection simulation. This is in contrast
to time-averaged turbulence modeling methods, which may not
have been able to resolve the highly transient nature of the
process. Although the true numerical accuracy of these simula-
tions cannot be estimated, Hosangadi et al. (1995) previously
validated the CRAFT code with other cases involving two-
phase, liquid/gas flows with large-scale vortical structures. The
complexity of the system and the pressure regime involved
limited the validation of these simulations to qualitative compar-
isons with the experimental flow visualizations.

Summary and Conclusions

Experimental flow visualizations and numerical simulations
of the interaction of a spinning liquid film with a swirling gas
in a cylindrical vessel were reported. The experimental flow
visualizations showed that the flows were insensitive to the tilt
angle of the test chamber, and only mildly sensitive to the liquid
viscosity. The liquid jet spreading angle was measured to be
55 = 5 deg. No liquid was observed to vent from the test
chamber before the onset of gas injection. Liquid entrainment
by the gas and atomization occurred promptly, within 2 ms after
the onset gas injection. The liquid film was redistributed by the
gas unevenly on the walls, and it featured twisting cellular
structures.

The liquid injection simulation showed a very similar liquid
flow pattern, with a jet spreading angle of 45 deg. The gas
injection simulations captured the cellular structure observed in
the experiments and was shown to be the effect of large eddy
structures interacting with the test chamber wall. The calculation
showed that a negligible amount of liquid (about 0.3 g) vented
from the test chamber during the first 3.1 ms of gas injection.
A second gas injection simulation with 100 times the liquid
viscosity of the first gas simulation resulted in minor changes
to the primary flow characteristics.

The complexity of the system and the pressure regime limited
both the amount of quantitative diagnostics that was obtainable
in the experimental flow visualizations and the data available
for numerical validation. The numerical simulations were suc-
cessful in capturing the primary characteristics of the flow phe-
nomena observed in the test chamber flow visualizations. This
included showing that the combustion anomalies observed in
actual HDSC firings may be due to the localized combustion
of accumulated liquid propellant. Although limited to mostly
qualitative information, we believe that the numerical simula-
tions have the potential to determine the effect of geometry and
other configuration changes.
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A Three-Dimensional Analysis
of Rotordynamic Forces on
Whirling and Cavitating
Helical Inducers

This paper investigates the linearized dynamics of three-dimensional bubbly cavitat-
ing flows in helical inducers. The purpose is to understand the impact of the bubble
response on the radial and tangential rotordynamic forces exerted by the fluid on
the rotor and stator stages of whirling turbomachines under cavitating conditions.
The flow in the inducer annulus is modeled as a homogeneous inviscid mixture,
containing vapor bubbles with a small amount of noncondensable gas. The effects
of several contributions to the damping of the bubble dynamics are included in the
model. The governing equations of the inducer flow are written in ‘‘body-fitted’’
orthonormal helical Lagrangian coordinates, linearized for small-amplitude pertur-
bations about the mean flow, and solved by modal decomposition. The whirl excitation
generates finite-speed propagation and resonance phenomena in the two-phase flow
within the inducer. These, in turn, lead to a complex dependence of the lateral
rotordynamic fluid forces on the excitation frequency, the void fraction, the average
size of the cavitation bubbles, and the turbopump operating conditions (including,
rotational speed, geometry, flow coefficient and cavitation number ). Under cavitating
conditions the dynamic response of the bubbles induces major deviations from the
noncavitating flow solutions, especially when the noncondensable gas content of the
bubbles is small and thermal effects on the bubble dynamics are negligible. Then,
the quadratic dependence of rotordynamic fluid forces on the whirl speed, typical of
cavitation-free operation, is replaced by a more complex behavior characterized by
the presence of different regimes where, depending on the whirl frequency, the fluid
forces have either a stabilizing or a destabilizing effect on the inducer motion. Results
are presented to illustrate the influence of the relevant flow parameters.
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plicitly postulating some form of interaction between cavitation,
backflow and whitl motion.

1 Introduction
The combined effects of destabilizing rotordynamic fluid

forces and cavitation represent the main fluid dynamic phenom-
ena that adversely affect the dynamic stability and performance
of high power density turbopumps (Brennen, 1994). This can
lead to very serious problems ranging from fatigue failure to
sudden destructive damage of the machine (Jery et al., 1985;
Franz et al., 1990). Rotordynamic fluid forces under cavitating
conditions have long been known to play an important role in
promoting the development of self-sustaining lateral motions
(whirl) of the impeller (Rosenmann, 1965). Recent experi-
ments carried out in the Rotor Force Test Facility at the Califor-
nia Institute of Technology by Franz et al. (1990) and Bhatta-
charyya (1994 ) showed that cavitation significantly affects the
rotordynamic fluid forces on axial flow inducers. In general,
cavitation has been found to have a destabilizing effect on the
whirl motion. In the present context, it is important to note that
cavitation replaces the characteristic quadratic behavior of the
noncavitating rotordynamic fluid forces with a more complex
dependence on the whirl speed, thereby undermining the tradi-
tional expansion of the rotordynamic fluid forces in terms of
stiffness, damping and inertia matrices. Bhattarcharyya (1994)
tentatively correlated these changes to the development of re-
verse (possibly oscillatory) flow at lower flow coefficients, im-

Contributed by the Fluids Engineering Division for publication in the JOURNAL
OF FLUIDS ENGINEERING, Manuscript received by the Fluids Engineering Division
January 21, 1998; revised manuscript received May 5, 1998. Associate Technical
Editor: J. Katz.
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The present research aims at obtaining some fundamental
understanding of the basic fluid dynamic phenomena responsi-
ble for the observed behavior of the rotordynamic fluid forces
in whirling and cavitating inducers. In particular, the main pur-
pose of this study consists of investigating to what extent this
behavior results from the dynamic response of the bubbles in
the cavitating flow through the inducer under the excitation
provided by the whirl motion. The flow is studied using the
linear perturbation approach used by the authors in their previ-
ous dynamic analyses of bubbly liquids (d’Agostino and Bren-
nen, 1983, 1988, 1989; d’ Agostino, Brennen and Acosta, 1988;
Kumar and Brennen, 1993; d’ Auria, d’ Agostino and Brennen,
1994, 1996), extending earlier two-dimensional results
(d’Auria, d’Agostino and Brennen, 1995) to account for the
presence of the inducer blades and the occurrence of significant
tangential components of the rotordynamic fluid forces. By in-
troducing suitable simplifications, this approach leads to a fully
three-dimensional boundary value problem for a linear Helm-
holtz equation in the complex amplitude of the pressure pertur-
bation. Solution to this equation can be efficiently obtained by
separation of variables. Despite its intrinsic limitations, the re-
sults of the theory are consistent with the general features of the
available experimental data. Hence, it appears that the present
analysis correctly captures some of the fundamental fluid dy-
namic phenomena in whirling inducers under cavitating condi-
tions and can usefully contribute to the understanding of the
rotordynamic fluid forces and instabilities in a number of im-
portant turbomachinery applications.
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whirl
orbit

Fig. 2 Schematic of whirl motion, coordinates and rotordynamic forces

2 Linearized Dynamics of a Bubbly Flow in a
Whirling Impeller

We address the problem of the flow of an incompressible
liquid of velocity u, pressure p, and density, p,, in a helical
inducer rotating with velocity, €2, and whirling on a circular
orbit of small eccentricity, ¢, at angular speed, w. We define an
absolute (inertial) system of cylindrical coordinates (r, ¥, z),
fixed on the axis of the duct surrounding the inducer, and rela-
tive cylindrical coordinates, (#/, ¥', z’), fixed in the impeller,
as illustrated in Figs. 1 and 2. Hence, to the first order in the
eccentricity, the coordinate transformation is:

r=r"—¢ecos (d — wt),

19'=19—Qt+£sin(19—wt) and z' =z
r

Nomenclature

A number of simplifying assumptions are introduced in order
to obtain a soluble set of equations that still reflects the dynam-
ics of a whirling inducer in a bubbly mixture. The relative
motion of the two phases, whose dynamic role is insignificant in
the present linearized approximation (d’ Agostino and Brennen,
1989), is neglected. Viscous effects are also neglected, except
in the bubble dynamics where they contribute to the damping.
As shown in Fig. 1, an infinite helical inducer is considered,
with N radial blades, zero blade thickness, hub radius ry, tip
radius 7y, tip blade angle 8y, and constant pitch:

P = 2nrptan By = 277’ tan B

The mean flow conditions are specified by the flow coeffi-
cient, ¢, and the cavitation number, ¢, assuming fully-guided
forced-vortex flow with axial velocity w, = ¢Qry, angular ve-
locity Q, = (1 ~ ¢ cot B,r), zero radial velocity u,, and
uniform mean pressure p, = py, + op§2°r2/2 (neglecting cen-
trifugal effects), where py, is the vapor pressure of the liquid.

Cavitation is modeled by a uniform distribution of small
spherical bubbles of unperturbed radius, R,, and void fraction,
a <€ 1. The dynamics of vapor-gas bubbles is modeled as pro-
posed by Nigmatulin et al. (1981), assuming uniform internal
pressure, equal gas and vapor temperatures, and linear subsonic
bubble oscillations. For assigned values of the pressure, temper-
ature, and surface tension of the surrounding liquid it is possible
to determine the amount of non-condensable gas stabilizing a
bubble of given radius (d’Auria et al., 1997). The effects of
compressibility, inertia, and energy dissipation due to the vis-
cosity of the liquid and the transfer of heat and mass between
the two phases are included in the model. In this model, the
vapor-gas bubbles, when excited at frequency w;, behave as
second-order harmonic oscillators:

E (1)

(—w? = w2\ + W3R = —
pI.Ro

where R and p are the complex amplitudes of the bubble radius
and liquid pressure perturbations:

R =R —R,=Re{Rexp(—iwyt)} and

P=p-—p,=Re{pexp(—iwt)}.

Assuming that the gas and vapor densities are negligible when
compared to the liquid density and solving the energy equation
at R = R,, the damping coefficient A = \(w,,) and the bubble
natural frequency wp = wg{w,) are obtained as:

= sound speed t = time
b = boundary equation

e = unit vector

F = force

i = imaginary unit

J = blade index

J = Bessel function of the first kind

k = wave number, thermal conductivity
! = hub excitation mode index

m = blade excitation mode index

n = cross-flow helical coordinate

u = velocity vector

u, v, w = velocity components

E = bubble thermodynamic function x, y, z = Cartesian coordinates

Y = mass fraction, Bessel function
of the second kind

a = void fraction

B = blade angle

7y = specific heat ratio

€ = whirl eccentricity

9 = azimuthal coordinate

\ = bubble damping coefficient

¢ = flow coefficient
w = frequency, whirl angular speed
Q = rotational speed
Subscripts and Superscripts
B = bubble, blade

G = gas
H = hub
I = inducer

L = liquid, Lagrangian
M = bubbly mixture
p = pressure

N = number of blades 1 = eigenvalue R = radial

p = pressure v = kinematic viscosity T = tangential, blade tip
P = blade axial pitch p = density v = volume

r = radial coordinate o = cavitation number V = vapor

R = bubble radius

s = streamwise helical coordinate o = angle

Journal of Fluids Engineering

7 = bubble volume

V G = vapor-gas mixture
o = unperturbed or reference value
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Fig. 3 “Cold bubble.” Radius response, |Rp,/R.6|, of a 1 mm radius
gas-vapor bubble in water at p, = 5:10° Pa, T, = 293 K, as a function
of the excitation frequency, «,, for different values of the bubble vapor
content: Y, = 0 (noncondensable gas bubble), Y, = 0.5, Yy = 0.7,
Yy = 0.85, and Y, = 0.9 (from d’Auria et al., 1997).

o\ = L Im{ t.2 }+ nids (2)
pLRowL E(WL) Ro

W} = 3”””2Re{ Yvg }~ 25 3)
pLRo E(WL) pLRb

which are similar to the expressions of Chapman and Plesset
(1972) and Prosperetti (1984, 1991). Here vy is the specific
heat ratio of the vapor-gas mixture inside the bubble, v, and S
are the kinematic viscosity and the surface tension of the liquid,
and pg, = p, + 28/R, is the bubble internal pressure, which is
the sum of the partial pressure of the vapor, py,, and of the
non-condensable gas, pg,. The quantity £ = E(w;) accounts
for the bubble compressibility, interfacial phase changes, heat
transfer, mass diffusion, and inertial effects (Nigmatulin et al.,
1981).

It is important to note that the dynamic behavior of vapor-
gas bubbles changes dramatically when the temperature is such
that interfacial heat transfer limits the bubble dynamics (Bren-
nen, 1995). This is illustrated in Figs. 3 and 4, where the
response of bubbles with different vapor content is plotted as
a function of the excitation frequency for p, = 5000 and 40,000
Pa, respectively corresponding to temperatures of 20° and 70°
Celsius. In both cases the normalized amplitude of the bubble
response increases rapidly with the vapor content. However,
vapor-gas bubbles at 20°C are much more compliant than those

6 T T T r
Y, =09

5

ot
LIA N 1
Rp Y, =08

2 Y, =07

1 r Y, =04

Y, =0
0.01 0.1 1 10 100 1000 10*

®, [rad/s]

Fig. 4 “Warm bubble.” Radius response, |Ap./R.p|, of a 1 mm radius
gas-vapor bubble in water at p, = 4-10* Pa, T, = 343 K, as a function
of the excitation frequency, w,, for different values of the bubbie vapor
content: Y, = 0 (noncondensable gas bubble), Y, = 0.4, Y, = 0.7,
Yy = 0.8,and Y, = 0.9 (from d’Auria et al., 1997}.
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x r Ty

Fig.5 Schematic of the transformation from the cylindrical coordinates
r, 9, z to the orthogonal helical coordinates r,, s, n,

at 70°C. This has important consequences for the forces acting
on the inducer.

The perturbation velocities must satisfy the kinematic condi-
tions on the hub, D(r’ — ry)/Dt = 0, on the outer casing, D(r
— rp)/Dt = 0, and on the blade:

D 7’
=19+ S cotBr—0 b =0
Dt{ 7 O fr ’}

where ¥] = 27(j — 1)/N identifies the angular position of the
jthblade (j = 1, 2, ... N). It is convenient to analyze the flow
in body-fitted Lagrangian helical coordinates:

9 — Qt
= ———C
2T

7~ Wyt

n=r s 0s? B — 5 sin® 4,

N N
=— (0 - Q)+ — (2w,
m=--( )+ 5 2= wi)

moving with the mean flow at axial velocity, w,, and angular
speed, 2,, and normalized so that s; and »,, are incremented by 1
for one rotation about the axis (see Fig. 5). Then, the linearized
kinematic conditions for the Lagrangian velocity perturbations
(d, 7, w) on the solid surfaces are found to be:

. 2 .
4 = ewy, sin <27rsL + v sin? 8 — w,})

on the hub r», = ry
4 =0 onthecasing r, = rr
and:
P
=¢ Puy cos B cos <27rsL + an ng sin? B — wyt
271'7‘[‘ N
on the blades n, =1,2,...N

where w;, = w — £, is the frequency of the bubble excitation
in the Lagrangian frame. Finally, appropriate boundary condi-
tions at the inlet and exit of the inducer are needed. Here, for
simplicity, we impose periodic conditions p(s;) = p(s. + 1),
consistent with the original assumption that the inducer is long
in the axial direction.

Generalizing the derivation of d’Agostino and Brennen
(1988), linearization of the fluid dynamic equations of the bub-
bly mixture in rotating coordinates for time-harmonic fluctua-
tions with frequency w; and irrotational absolute velocity pertur-
bations yields the following Helmholtz equation for the pressure
field:
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VP + kX (w)p =0 (4)

where the free-space wave number, &, is determined using the
principal branch of the complex square root from the dispersion
relation:

1 kZ(WL) 1 ( w%in
aM(wL) WL aMa w% - W% -

Here ay(w,) is the complex (dissipative) and dispersive (fre-
quency dependent) speed of propagation of harmonic distur-
bances of angular frequency, w;, in the free bubbly mixture,
and ay, is the low-frequency sound speed, given by:

) whoRS
aMﬂ = ——
3a(l — a)

where w?, = w%(0) is the natural frequency of oscillation of a
single bubble at isothermal conditions (w,, — 0) in an unbounded
liquid. Assuming uniform mean pressure in the inducer, k is
constant and, neglecting Coriolis forces (£, ~ 0), to this order
of approximation, the complex velocity and pressure perturba-
tions are related, as usual, by iw,p (1 — @)l = Vp.

With the above boundary conditions, the homogeneous
Helmholtz equation for the pressure represents a well-posed
complex boundary value problem for p. If the blade angle 8 =
B(r) is approximated by a constant value G, at some suitable
mean radius r,, the separable solution (Lebedev, 1965) in the
blade channel j — 1 = n;, = j is:

+oo
P = X aRu(r) cos [2m(ny, — j + 1)]e!Cmerd
1=0
+ Z RBm(rL){CmJ Cos [um(nL - .] + 1)]
m=0

i(2ms;—w,1)

= Cmj-1 €08 [un(n, — j)1le (5)

where:

J
ap = ep (1 — a)wirﬂf

2 .
exp(i Ly, sin? [3,)>dnL
= N

a; = 2mlep (1 — a)wiry

j
X f exp(i —2]5 ng sin? ﬂ”> cos [Im(n, — j + 1)]dn,
-1
for 10

f ’ exp(i "2]—\171] sin® ﬂa)RBrn(rL)er

eNpL(1 — a)w? " :

P27 o SID Ly "t N°r,
f,,, P?cos? 8,

R (ry)dr,

In these equations Ry, (7;) and Rg, (r.) are the modal solutions
corresponding to the hub and blade excitation, given in terms
of the Bessel functions of the first and second kind and order
v = cos 3, by:

1 V(Bz”l)Yf/(Bl"r) - Yu(B/”L)J'(BI"T)
Bty J(Bra)Y L(Birr) — Y \(Biru)JL(Birr)

Ry(r) =

Rllm(rL) = Ju( erI,)Y I'/(erT) - Yu( erL)Jz,/(erT)
where B, are the (infinite and positive) zeros of the equation:
Jo(Bry)Y (Brr) — Y (Bry)J,(Brr) = 0

and B, and u,, are the principal square roots of:
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12 2a72
B? = k¥ (w L)———-—iv— and
cos? B,
,  Plcos®’f, .,
m = k "Bm
N [k*(wL) ]

In the presence of bubble dynamic damping, the series for p in
Eq. (5) converges rapidly and only the first few terms are
needed in the computations.

In the special case of no bubble dynamic damping, k? is real
and the boundary value problem for p is self-adjoint with real
eigenvalues, 45, If, in particular, k*r 7 < cos? 3,, then all eigen-
values u7, are negative. Given the functional dependence of the
solution, this condition and the dispersion relation identify the

cut-off frequency:
1 2\ 172
wE = W — D, = wp, (1+M (6)
R cos” B,

beyond which no wave-like propagation of the blade excitation
takes place in the r;-direction. From the above equations it also
appears that resonance occurs in response to the hub and blade
excitation when B, = B,, and u,, = 7, respectively. This leads
to an infinite set of natural frequencies:

Witm = Wi — Qr)

(i

for [ > 0, m > 0. Notice that, consistent with the results of
previous dynamic analyses of bubbly flows (d’Agostino and
Brennen, 1983, 1988, 1989; d’Agostino et al., 1988; d’Auria,
d’ Agostino and Brennen, 1994, 1995, 1996), w and wy,,, never
exceed the resonance frequency wp, of an individual bubble,
and become much lower when a ‘‘cloud interaction’’ parameter,
[, becomes significantly greater than unity. In the present case,
B = aL?/R* where L = ry.

The rotordynamic fluid force per unit length on the inducer
18:

3a(l — a)/R? 2 )
2 + I2r*N?*/P? cos? B3,

It

F=- *-f(P po)dS (8)

wePp Q%3

where S; is the surface of the inducer (hub and blade surfaces)
for one interval 0 = ¥ = 2.

Upon integration, the radial and tangential components, Fr
and Fr, of the rotordynamic force on the inducer are more
compactly represented in complex form by:

F = FR - iFT (9)
Due to the linear nature of the solution, it is possible to synthe-
size the rotordynamic forces by examining the separate contri-
butions from the hub and blade motion. With the notation of
Eq. (9), the rotordynamic force on the hub generated by the
hub motion is:

FOHD F&HH) _ iFg;{H)
1 X & wPry

= —_— Ry (), 10

WEPp[Q rsz‘;lzo N Ry (ry) 1j (10)

where:

j
I; = f exp(—izl—:;- n, sin? ,3,,> cos [Im(n, — j + 1)]dn,
j-1

Similarly, the rotordynamic force on the hub generated by the
blade motion is:

DECEMBER 1998, Vol. 120 / 701

Downloaded 03 Jun 2010 to 171.66.16.146. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



1

F(HB) — F(HB) . 'F(HB) ——
K ik wePp, Q%
Y 2
X Z 2 —HRBm(rH)(Cm,jAm,j - C;nJ—leJ) (11)
j=1 m=0
where:

} ,
A= f exp(-i—2]§/7£nll sin? ﬁ,,) coS [pn(ny — j + 1)]dn,
i1

j
By, = f exp(—i % ny, sin® ﬁo> cos [fm(ne — j)ldny
i1

The complex representation of the rotordynamic force on the
blades generated by the hub motion is:

1
BH BH) _ pr(BH) _

Ft )=ng )ﬁlF(T )—-'——2'—2
wePp L2°r 7

N +e r

. Pa T i P~ 1) sin?
X {Z Y Rygy(ry)e =/ Cr/M0= 0 b gy
im0 2 Y

N +w T . N
- (—l)l 2 Z l%‘lf RH,(rL)e_’(z”/N)’ sz'@”d}’L} (12)

i=11=0 H

and, finally, the rotordynamic force on the blades generated by
the blade motion is:
1

F(Bb‘) — F}QBB) _ iF(TBB) e —
wePp 22r}

(ij = Cmj-1 €os Mm)

[ B -

N +o
x{z Y i
j=1 m=0

”.
T X . .2
Xf RBme—z(Zn/N)(]-—l)sm ﬂner
"

+oo0

P
-~ z z 1 _2" (Cm‘,‘ COS Uy — ij—-])

i=1 m=0

rT . R
X J‘ RBme—-l(Zﬂ'/N)j smzﬁaer} (13)
H

Then, the rotordynamic forces on the inducer are simply synthe-
sized as:

F = Fy — iFy = FO™ 4 pUB | pon 4 OB (14)

The modes Ry, due to the hub motion, are analogous to the
earlier two-dimensional flow solution (d’Auria et al. 1995),
except for relatively minor modifications introduced by the heli-
cal nature of the flow. These mostly contribute to the radial
component of the rotordynamic force. On the other hand, the
modes Rj,,, due to the blade motion are essentially three-dimen-
sional and generate significant contributions to the tangential
forces.

The entire flow has therefore been determined in terms of
the material properties of the two phases, the geometry of the
impeller, the nature of the excitation, and the assigned quantities
¢, o, a, and R,.

3 Results and Discussion

The calculated rotordynamic forces acting on the inducer as
a consequence of the whirl motion are strongly dependent on
the propagation of pressure disturbances through the blade chan-
nels. The general features of this propagation (behavior in space
and time, dependence on the flow parameters, resonances and
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Fig. 6 Experimentally measured radial rotordynamic force on the test
inducer as a function of the whirl speed ratio /{2 under cavitating condi-
tions at ¢» = 0.049 and o = 0.106 (adapted from Bhattacharyya, 1994)

cut-off frequencies, etc.) have already been examined (d’Auria
et al., 1995) and will not be reviewed here in detail.

The rotordynamic fluid forces predicted by the present model
will be compared with the experimental results obtained by
Bhattacharyya (1994 ) for a helical inducer (rr = 5.06 cm, rg/
rr = 0.4, Br = 9°, ¢ = 0.254 mm) operating in water at 2 =
3000 rpm with flow coefficients of ¢ = 0.049 and ¢ = 0.074
(not corrected for hub blockage) and different values of the
cavitation number, o.

Figures 6 and 7 show some typical experimental data at a
flow coefficient, ¢ = 0.049, and a cavitation number o = 0.106.
Notice that the forces do not vary quadratically with the whirl
frequency, w, and that their behavior is characterized by multi-
ple zero crossings. The radial force (Fig. 6) is essentially nega-
tive for w/ > —0.2, and has a minimum at w/Q = 0.2.
Similar behavior was observed for other cavitation numbers
(Bhattacharya, 1994). In the tangential forces (Fig. 7), the
most interesting feature is the strong positive (destabilizing)
peak at w/Q = 0.2. This peak was present in all of the experi-
ments of Bhattacharyya (1994); it increased in magnitude as
the cavitation number, o, increased and the flow coefficient, ¢,
decreased.

Typical results for the radial and tangential rotordynamic
forces predicted by the present theory for the same inducer at
¢ = 0.049, and o = 0.106 are displayed in Fig. 8 as a function
of the whirl speed ratio w/§2. Despite the differences between

2

|
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] " "
[ ]

_1 " P | A 1 2 A PO WSy W S 1
06 04 02 0.0 02 04 0.6

e

Fig. 7 Experimentally measured tangential rotordynamic force on the
test inducer as a function of the whirl speed ratio w/ under cavitating
conditions at ¢ = 0.049 and o = 0.106 (adapted from Bhattacharyya,
1994)
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Fig. 8 Radial and tangential rotordynamic forces on the test inducer as
a function of the whirl speed ratio w/2 under cavitating conditions at
¢ = 0.049, T, = 293 K, o = 0.005, R/rr = 0.01, p, = 22565 Pa, and Yy =
0.875

theory and experiment (notice, for example, that the magnitude
of the forces is off by one order of magnitude), the main qualita-
tive features of the forces are correctly reproduced. Note that,
consistent with experimental results, the radial force, Fjy, is
essentially negative for w/Q > ~0.3. In addition, the zero
crossing for positive whirl ratios and the minimum at w/} =
0.2 have been reproduced by the computations. More important,
in view of its implications for rotordynamic stability, Fig. 8
shows that the strong positive peak in the tangential force and
its location (w/§) = 0.2) are also reproduced by the theory.
Figure 9 presents results for various void fractions. As the void
fraction increases, the magnitude of the peak in the tangential
force increases. This is physically consistent with the experi-
mental observations of Bhattacharyya (1994), who observed
the same increase as the cavitation number, o, decreased. Figure
10 presents results for various flow coefficients and demon-
strates that a similar effect occurs as ¢ decreases.

These results are strongly influenced by bubble dynamics
effects. The corresponding value of the cloud interaction param-
eter 3a(1 — a)r3/R2 (as defined by d’Agostino and Brennen,
1989) is much larger than unity, thus indicating that extensive
bubble dynamic and resonant phenomena are likely to occur in
the inducer flow.

Finally, we turn our attention to the influence of thermal
effects on the rotordynamic forces. Figure 11 shows the behav-
ior of the tangential force for different values of the temperature
in the liquid. It may be observed that, as the temperature in the
flow increases, the peak decreases in magnitude and eventually
disappears. This behavior results from the different bubble re-

0.5 T T T o T
®  o=0005 |
0.4 f )
a=0.01 |
0.3}
+ a=0.03 !
!
0.2 |
Fr |
0.1} |
0 M‘ It
I
I
0.1} | J
02 . . L .
-0.6 -0.4 -0.2 0 0.2 0.4 0.6
w/Q

Fig. 9 Tangential rotordynamic force on the test inducer as a function
of the whirl speed ratio /2 under cavitating conditions at ¢ = 0.049,
T, = 293 K, R/ry = 0.01, p, = 2255 Pa, for three different values of the
void fraction, o
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Fig. 10 Tangential rotordynamic force on the test inducer as a function
of the whirl speed ratio w/$2 under cavitating conditions at @ = 0.03,
T, = 293 K, R/ry = 0.01, p, = 2255 Pa, for two different values of the
flow coefficient, ¢

sponse at different temperatures, as exemplified by Figs. 3 and
4.

A few brief remarks on the discrepancies between the present
theory and experimental results are appropriate. First, the mag-
nitude of the rotordynamic forces is systematically underesti-
mated. A plausible cause for this discrepancy is the variation
of cavitation in the radial direction in the blade channels. Also
the (rather unrealistic) assumptions that all bubbles have the
same radius and therefore the same resonant dynamic behavior
results in more localized peaks than those observed. Finally,
the present theory necessarily neglects the secondary flows that
are inevitably present in cavitating inducers (Brennen, 1994).

4 Conclusions

The results of this study show that bubble dynamics cause
major modifications of the rotordynamic forces on cavitating
inducers.

The propagation of the whirl-induced disturbances within the
inducer is significantly modified by the large reduction of the
sonic speed in the bubbly cavitating flow. The spectral response
of the rotordynamic fluid forces is strongly correlated to the
cloud interaction parameter, 3a(1 — a)r%/R?, and the relative
magnitude of the excitation and bubble resonance frequencies.
Most of the paper focuses on cavitation that is uninhibited by
thermal effects though we also demonstrate the damping effects
introduced when thermal effects become important.

The computations show that the rotordynamic fluid forces on
the inducer in bubbly cavitating flows no longer vary quadrati-
cally with the whirl frequency, as in noncavitating conditions.

0.25 . :
B T=303K
02ra r=313K
+ T=323K

0.151

!
0.05 . . i .
-0.6 -0.4 -0.2 0 0.2 0.4 0.6
@/

Fig. 11 Tangential rotordynamic force on the test inducer as a function

of the whirl speed ratio, /{2, under cavitating conditions at ¢ = 0.049,
R,/rr = 0.007, p, = 35000 Pa, and three different temperature levels
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The theory qualitatively reproduces the main characteristics of
the rotordynamic forces (though there are significant quantita-
tive discrepancies). In particular, the occurrence of a strong
destabilizing peak in the tangential force is correctly predicted,
including the frequency at which it occurs and the evolution of
the magnitude with cavitation number and flow coefficient.
These results provide the first real insight into the complex
physical phenomena observed experimentally.
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The aim of this paper is to present the results obtained with a 3-D numerical
method allowing the prediction of the cavitation behavior of a centrifugal pump
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prediction, consists of assuming the cavity interface as a free surface boundary of
the computation domain and in computing the single phase flow. The unknown
shape of the interface is determined using an iterative procedure matching the

cavity surface to a constant pressure boundary (p,). The originality of the method

E. Parkinson

Hydro-Vevey Ltd.,
1800 Vevey, Switzerland

Introduction

Cavitation behavior prediction of hydraulic machines, such
as inception ¢, and standard o, cavitation coefficients, partial
cavity length and its associated performance drop is of high
interest for the manufacturers.

When upgrading existing hydraulic installations or designing
new geometries, the cavitation guarantees are often the main
limiting features. A precise prediction of this phenomenon by
numerical simulation is then essential. In recent years, models
to predict cavitation development have been refined and applied
with success on isolated profiles, for steady (Lemonnier and
Rowe, 1988; Dupont and Avellan, 1991) and unsteady flows
(Delannoy and Kueny, 1990; Kubota et al., 1992). Some 3-D
models, based on potential, S1/S2 and Euler flow computation
were also developed, but without taking into account the 3-D
turbulent and viscous effects of the cavity on the flow (Kinnas
and Fine, 1993; Maitre et al., 1993).

The aim of this paper is to present results obtained with a
new 3D numerical method allowing the cavitation behaviour
prediction of pumps. This method considers the cavity interface
as a free surface boundary of the computation domain. As it
has been done on a 2D profile by Yamaguchi and Kato (1983),
the cavity shape is iteratively modified until the pressure at its
interface is constant and equal to the vapor pressure (p,). This
method has the advantage of being independent of the flow
computation code. However, the iterative process could be quite
time consuming if starting from the solid surface of the blade.
So, an original procedure is used to estimate an initial cavity
shape. This approach has been successfully validate on a twisted
elliptical hydrofoil, for nonconfined flows showing important
3D effects (Hirschi and Dupont, 1998). To present the accuracy
of the proposed method on hydraulic machines, numerical cal-

Contributed by the Fluids Engineering Division for publication in the JOURNAL
OF FLUIDS ENGINEERING, Manuscript received by the Fluids Engineering Division
September 24, 1997; revised manuscript received September 24, 1998, Associate
Technical Editor: B, Schiarvello.
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is that the adaptation process is done apart from the flow calculation, allowing to
use any available code.

culations performed on a centrifugal pump (n, = 15) and a
pump-turbine (rn, = 66) with a commercial Navier-Stokes code
(TASCflow®) are compared with measurements. Particular op-
erating points are chosen to predict the impeller cavitation be-
haviour.

These calculations are done in 3 steps: First, a cavitation free
flow computation is performed, in order to define the hydraulic
performances and the cavitation inception coefficient o,,, which
is predicted using the minimum pressure coefficient calculated
over the blade. Then, the initial cavity shape is established as
a function of the cavitation coefficient. Finally, the cavitation
coefficient o, , corresponding to the beginning of the perfor-

mance drop, is determined by a direct computation of the pump
flow, taking into account the flow modification due to the cavita-
tion sheet. The comparison with the measurements is done de-
fining a local cavitation coefficient, based on the o, cavitation
coefficient measured during the model tests (Avellan, 1993;
Dupont et al., 1993).

The cavitation behavior prediction of the impeller is only
possible if the velocity field at its inlet is well known. As no
experimental surveys of the impeller inlet flow were done for
the pump n, = 15, a flow computation of the inlet pipe is
performed in order to define the velocity field and the evolution
of the absolute flow angle at its outlet.

On Fig. 1 is represented the flow characteristics at this
location. Figure 1 brings to the fore the quality of the re-
sulting flow distribution. The angular variations in compari-
son with the ideal angle of 90 degrees are lower than 0.1
degree and the meridional velocity is quite constant across the
radial direction. For the pump-turbine, experimental surveys
have been performed and are represented on Fig. 2. We can
observe also a very good quality of the flow field. Considering
these results, one can assume the velocity field to be axial
and constant at the outlet of the inlet pipe. This condition
will be used as an inlet condition for all impeller flow compu-
tations.
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Fig.2 Experimental survey of the velocity field at the pump-turbine inlet
{RMS error = 2.3 percent)

Cavity Modeling

In the proposed method, the cavity prediction is done inde-
pendent from the flow computation code. As the cavity shape
has an influence on the mean flow, an iterative process needs
to be applied between the CFD code and the cavitation predic-
tion one. Based on the pressure distribution along the cavity
given by the CFD computation, a deformation algorithm is used
to modify the interface shape in order to reach a constant pres-
sure equal to the vapor pressure along it. In the equilibrium

Nomenclature

calculation at the interface, only the pressure term is taken into
account, neglecting the shear rate tensor term as well as the
surface tension at the interface (Hirschi, 1998). After each
cavity adaptation, the mesh of the flow domain needs to be
adapted to the new cavity interface and a flow computation is
performed using the previous solution extrapolated on the new
mesh as an initial solution. As this iterative process could be
quite time consuming if beginning with a zero cavity thickness,
an initial cavity shape is used.

Cavity Surface Tracking Method. The cavity shape is
adapted step by step according to the pressure distribution ob-
tained with the flow computation at the previous iteration. If
one considers ¢ the subscript corresponding to the calculated
values at the previous iteration, the expression of the modified
cavity thickness & at the abscissa £ along the streamline 7 is
given by:

e mt+1)
=&, n, 1) + NClep(& . 1) + x 1 A& m ) (1)

where 7 represents the normal direction to the cavity interface
at the point (&, n, t) and N is function of the flow confining,
which depends mainly on the blade to blade distance for hydrau-
lic machines. C, is a factor depending on a relaxation coefficient
C.

[2 — 20-C)
C=—="=_ 1 =1 2
2= 1+ R ) =1l @
1 if le& 0+ x| > S
C = 3
i o (&, n§ D4 Xl perice (3)
cp

The coefficient %, which corresponds to the local curvature of
the cavity is given by |(82&/8s2)(&, n, t)|. This coefficient
allows to avoid oscillations in regions where high thickness
gradients occur, such as the beginning or the closure of the
cavity. S, corresponds to the root mean square of the difference
6(&, m, t) between the pressure coefficient at the abscissa £ and
the local cavitation coefficient value ., according to the cavity
length (L. = f(n, t)).

Cp = pressure coefficient Cp = (p ~
P/ (GpUD)
E = massic energy J/kg
Fr = Froude number Fr = C/v2gR,
H =head m .
L. = cavity length m u,
NPSE = net positive suction energy J
P = power W
Q = flow rate m*/s
R = impeller radius (generic) m
R = bubble radius m
S, A = area m?
S., = standard deviation of Cp
T = torque Nm
Z = altitude m
e = cavity thickness m
k = turbulent kinetic energy k =
1c!? Tkg
k,, = coefficient of viscous losses
I, = length of the cavity closure re-
gion m
n = rotation speed rpm

n R 3T~

1

(E3/4)

¢ = Q/(mwR?)

ficient
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p = static pressure N/m?
Py = vapor pressure N/m?
s = curvilinear abscissa m
&, C = absolute velocity m/s
i = position vector m
= circumferential velocity m/s
normalized vector m/s
absolute flow angle °
. precision criterion
2, w = angular rotation speed s ! 0 = pump inlet
p = density kg/m?
&, n = local curvilinear coordinates m
n, = specific speed n, = n(gQ""*)/

X. = local cavitation coefficient
Xe = (p1 — p)/(3pU3)
o = flow rate coefficient

Y = energy coefficient
¢ = (2E)/w?R?)
o, = net positive suction energy coef-

o, = (2NPSE)/(w?R})

. = loss energy coefficient

¥, = ka(R3A3) (R3AD) 0}
RMS = Root mean square value

Subscripts
3 = pump outlet
2 = impeller outlet
1 = impeller inlet

x = reference to a particular
streamline
t = reference to the previous time
step
o = section of reference
bep = reference to the best efficiency
point
* = referred to the cavitation free
value
m, r, u = reference to velocity
component (m: meridional, r:
radial, u: circumferential)
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Sc[i = \/%T J;—o [6(6’ us t) - 5(7% t)]ng (4)
86 m ) =c(&m ) + Xe &)
with §(n, ¢) the average value of §(¢, 7, t) defined as:
_ 1 €=[’c
5(779 t) = Zf 6(53 m t)d£ (6)
c VE=0

In most of cases, the cavity beginning does not correspond to
the blade leading edge, so the deformation starts at the abscissa £
where the following condition is respected:

0%e

Os?

>0

(& n, 1) (7

The convergence of the iterative deformation process is ob-
tained when the standard deviation S, is less than a given
precision e.

Initial Cavity Shape. If one assumed that an attached cav-
ity corresponds to the transition of a high number of bubbles,
known as the saturation phenomenon (Arn et al., 1996), then
the use of the Rayleigh-Plesset equation could be justified to
estimate an initial cavity shape. The envelope of bubbles in
evolution over the blade is used to define the initial cavity shape
as shown on Figure 3. The radius instead of the diameter of the
bubble is chosen to define this envelope. This is based on the
experimental observation of a hemispherical shape of the bub-
bles in evolution along a solid wall and on a measured height
of these bubbles corresponding roughly to their planform radius
(see Arn et al., 1998). This bubble radius evolution is calculated
along mesh lines in the main flow direction using the pressure
distribution obtained for the non-cavitating condition. The bub-
ble growth is ensured using the critical bubble radius as initial
radius according to the minimum pressure along the considered
mesh line.

Cavity Closure Condition. The free surface tracking
method is applicable as long as the constant pressure condition
along the interface is valid. As one can expect, this is no more
the case in the cavity closure region. In this special region, one
can observe a non stationary two-phase flow, which can not be
treated by the proposed approach. In order to avoid this problem,
a specific model for the cavity closure needs to be used, which
gives an averaged value of the pressure distribution.

The cavity closure model developed in this study is very
similar to the one used by Yamaguchi and Kato (1983). It is
based on the fact that the physics at the cavity closure is similar
to a collapsing bubble cloud which size could be roughly evalu-
ated using a Rayleigh model. In our case the cavity closure is
defined using the maximum cavity thickness as the initial radius
and calculating the bubble radius evolution, neglecting the vis-
cous effects, the surface tension and the inner state of the bub-
ble. The resulting bubble envelope is used as the cavity closure

Initial cavity closure
Detachment point =

= _Bubble collapse
Bubble explosion

T e NS

'//"Tﬂnl length

Fig. 3 Initial cavity shape = bubble radius evolution envelope
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Fig.5 Cavity shape and corresponding pressure distribution before and
after the first deformation
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Fig. 6 Cavity shape and corresponding pressure distribution before and
after the fourth deformation

shape, applied from the maximum thickness of the modified
cavity up to its closure, as shown on Fig. 4.

An application example of this modeling on a 2D profile
(NACAOQ0O09 section) is shown on Figs. 5 and 6, from the first
iteration to the last one. Only the cavity interface is represented.

Flow Computation. FEight operating points of the n, = 15
pump are calculated using a Reynolds averaged Navier-Stokes
finite volume code (ASC, 1995). The turbulence is taken into
account using the well known k& — ¢ model. A ‘‘wall-function”’
is used to model the flow in the low Reynolds number region
near solid walls. This way allows to relate the near wall tangen-
tial velocity to the wall shear stress by means of a logarithmic
relation. An uniform axial velocity field is imposed at the impel-
ler inlet. As an outlet condition, the pressure is set to zero on
one node of the domain outlet. An upstream turbulence level
of 5 percent and a turbulence mixing length of 10 percent of R,
is imposed. For cavitating computations, two different boundary
conditions have been applied along the cavity interface. The
first one corresponds to a slip condition and the second one
considers the interface as a solid wall. As described in the
work of Hirschi (1998), no major difference has been observed
between the two solutions.

The mesh of the blade to blade channel, shown on Fig. 7, is
a single structured block with 95 nodes in the flow direction,
41 from suction to pressure side and 17 from hub to shroud.
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Fig. 7 3D view of a blade to blade channel mesh of the impeller

Results

Cavitation Inception. A cavitation coefficient is defined
as a function of the local pressure value p;, at a point of the
impeller low pressure section. Generally, the pressure in this
section is not uniform and at each considered mean streamline
corresponds a different pressure vatue p,,. Thus, it is unrealistic
to use this coefficient to evaluate the cavitation risk of a ma-
chine. However, it is possible to establish a relation between
this coefficient and the reference conditions at the low pressure
section of the machine (Franc et al., 1995).

R%{wz Z, = Zi,

T Ot Sy
X R? 2R

Fr?

1 TR ,
- 11+ — Y001z 8
[: tgzalx:| R%A% w32 lpr() 1 ( )

In spite of its relative complexity, the previous relation shows
clearly that the local cavitation coefficient value, which controls
the cavitation development in the impeller, is strongly influ-
enced by the operating point ¢ — ¢ of the machine, and this,
even if the net positive suction energy coefficient is constant.
The cavitation inception condition, in terms of local cavitation
coefficient and static pressure, is given by the condition .
= —Cpun Where Cpy, represents the minimum value of the
calculated static pressure coefficient in the impeller. In the case
of a pump with an axial shaft (Z, = Z,,) and an axial inlet
velocity field («,, = w/2), this condition is given by:
442
G0 S ~Cpmn + (1 + kgl 222 2

RiAZ )

On Fig. 8 are compared the cavitation inception curves ob-
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Fig. 8 Pump n, = 15: cavitation inception prediction compared with
measurements (RMS error = 4.5 percent)
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Fig. 9 Predicted cavity lengths compared with measurements on a
ng = 15 pump: @2/ ¢nep = 0.76, 1.0, and 1.1

tained with different criteria. The first one was determined with
the minimum pressure coefficient calculated, the second one
with the cavitation inception criterion defined as a cavity length
equal to 2% of the outlet radius of the impeller. The last one
corresponds to the measurement obtained with this same crite-
rion of 2 percent. These results show that the measurements are
very well predicted if one used the same criterion. In this partic-
ular case: relative high NPSE of the installation, the economic
interest was to use a normal impeller as suction impeller in
order to save the additional cost of an optimized suction impel-
ler. Even if the 0,/t., value is maximum in the range of the
best efficiency point (@, = 0.8—1.), which corresponds to a
bad cavitation behaviour, the results is sufficient and acceptable
for this case. For such a pump of a small specific speed, an
estimation of the leakage flow between the impeller and the
casing on shroud side, in order to calibrate the real flow inside
the impeller, is also essential for an useful comparison.

Cavity Length. On Fig. 9 are reported the estimated cavity
lengths, for the n, = 15 pump, on three streamlines, from hub
to shroud, for three operating points. The cavity lengths repre-
sented on these graphics correspond to the bubble collapse loca-
tion calculated by the Rayleigh-Plesset equation.

The comparison with the measurements shows that in the case
of this low specific speed pump, this initial length is sufficiently
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Fig. 10 Predicted cavity lengths compared with measurements on a
n, = 66 pump-turbine at part load: o,/y,., = 0.43, @2/ ¢pen = 0.9 (RMS
error = 4.2 percent)

predictive for a wide range of o,. However, this approach is
accurate as far as the cavity length is smaller than a characteris-
tic length for which the flow modifications induced by the cavity
are no more neglectable. For higher cavitation development, it
is then necessary to applied the deformation method in order
to take into account these flow modifications.

To demonstrate the accuracy of this method for higher spe-
cific speed values, we have represented on Fig. 10 the cavity
lengths prediction obtained on a n, = 66 pump-turbine for a
low cavitation development. We can see that this method pre-
dicts also very well the cavitation development across the impel-
ler span.

Cavity Deformation. Once the initial cavity is determined,
its shape is iteratively modified until the calculated pressure at
its interface is constant and equal to the vapor pressure. The
pressure coefficient distributions obtained along different grid
lines after a cavitation free flow computation and for a 0./,
value of 0.265 are compared on Fig. 11, for the pump n, = 15.
The cavity effect on the pressure distribution corresponds to
the constant pressure region on the suction side. A three-dimen-
sional representation of the cavitation sheet is shown on Fig.
12.

Head Drop Computation. The energy loss due to the cavi-
tation development is determined by comparing the transferred
energy E, given by the impeller with the energy provided to
the flow E for different cavitation coefficient values. This is
expressed by:

E=E - E, (10)
where E, represents the transferred energy, £ the provided en-
ergy and FE, the lost energy.

Transferred Energy. The energy transferred through the
impeller, and the corresponding energy coefficient, are given
by:

_ 2E

w?R?2
The transferred torque 7, is determined by the pressure and the
viscous forces integration on the blades and impeller side walls:

(11)
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Fig. 11 Pressure coefficient distribution without and with cavitation for
Oyl Yipe, = 0.265: @5/ ppop = 1.21

T,=f
S;

where S, represents the blades and impeller side walls, p the
calculated static pressure, 7 the position vector and 7 the con-
straints tensor, which corresponds to the molecular and turbulent
viscosity.

A (phyds + f (12)

7 A (Fh)ds
5

imp imp

Leading edge

SHROUD

Cavity closure
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HUB

Leading edge

HUB

Fig. 12 Pump n, = 15: 3D view of the cavitation sheet
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Fig. 13 Predicted and measured head drop for two different diffuser
geometries. The impeller geometry and the flow rate are identical for
both cases.

Provided Energy. The energy provided to the flow, and
the corresponding energy coefficient, are calculated using the
hydraulic energy difference between the low pressure and the
high pressure section of the machine, and expressed by:

2F

E=8H3-8Ho"l/f=w—27€—% (13)
with
2
f (3 + gz + E)éﬁdA
gH == (14)
f thdA
A
Comparison Computations—Measurements. In a previ-

ous study (Hirschi et al., 1996), we observed that the perfor-
mance drop due to cavitation could change with the diffuser
geometry. Indeed, measurements done at same flow rate (w,/
Ypep = 1.21), for a same impeller (n, = 15) and two different
diffuser geometries show a different cavitation behaviour, as
shown on Fig. 13. The main difference between the two dif-
fusers (A and B) is the throat ratio at inlet and outlet, been
respectively 1.25 and 1.16. To analyse the diffuser influence on
the performance drop, we have done cavitation development
predictions using coupled impeller-diffuser flow calculations.
On Fig. 15 is represented the calculated geometry including the
impeller blades with the attached cavity and the diffuser blades.
We have reported for both diffusers, on Tables 1 and 2, the
evolution of the calculated provided energy i, relatively to
the noncavitating condition, for three relative ¢, values. This
evolution is calculated for each component (impeller and dif-
fuser) of the pump. We have also compared on the same tables
the transferred energy to the provided one for the entire pump.
One can first observe that the transferred energy i, remains
constant with cavitation coefficient for both diffusers. This
means that, even if the pressure distribution on the blades is

Table 1 Provided and transferred energy with diffuser A

diffuser A
Vel Yoy Uk, [-1] W [-1] -1 w1
cav. free. 1.0825 —0.0825 1. 1.109
0.383 1.078 —0.084 0.994 1.108
0.265 1.069 —0.087 0.982 1.103
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Table 2 Provided and transferred energy with diffuser B

diffuser B
Yol Upep iy (-1 Wi -] ¥H[=] ik [—]
cav. free. 1.148 —0.148 1. 1.175
0.383 1.143 -0.153 0,99 1.176
0.265 1.13732 -0.157 0.98 1.175

modified by cavitation, the total torque is not changed by the
cavity development. This demonstrates that, for such cavity
extensions, the performance drop is not due to a modification
of the transferred energy i, but to an increase of the turbulence
losses, as shown by the turbulence kinetic energy evolution
given on Fig. 14. This increase of the turbulence losses is shown
to be mainly located into the impeller for both diffusers, and
particularly in the cavity closure region for o/, = 0.265. It
is also very interesting to notice that the cavity corresponding
to 0,/ = 0.383 does not generate any identifiable increase
of turbulence in the closure region. We can then deduced that
a cavity development could improve the blade behaviour as a
results of a zero pressure gradient on the cavity is more favour-
able than a positive gradient concerning the energy transfer
between the mean flow and the turbulent structures.

The comparison of the provided energy between calculations
and measurements for the three cavitation conditions and the
two diffusers, given on Fig. 13, leads to the following observa-
tions. For the diffuser A, the beginning of the performance drop
o, is very well predicted by the calculation. For the diffuser
B, even if there is a small difference in the turbulence kinetic
energy at the impeller outlet, the comparison is much less con-
vincing. One can imagine that these differences are due to phe-
nomenon which are not taking into account by the computation,
such as unsteady behaviour or cavitation development on the
diffuser blades (Hirschi, 1998).
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Fig. 14 Turbulence kinetic energy evolution along the impeller blade in
function of the cavitation development
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Fig. 15 Impeller and diffuser blades. The impeller mesh takes into ac-
count the cavity surface.

Conclusion

Considering an impeller geometry, its behavior and its main
cavitation characteristics can be described with the results of
a 3-D Navier-Stokes computation, using models of cavitation
developments. The predicted behaviour of the cavitating flow
in a centrifugal pump, using the proposed method, compares
very well with the measurements.

The pressure level corresponding to cavitation inception is
determined for all calculated operating points and compared
with measurements. The mean standard deviation between the
measured and calculated points is less than 4 percent. This point
only depends on the flow computation codes accuracy to predict
the minimum pressure coefficient along the blade.

The cavity lengths computation using the Rayleigh-Plesset
equation provides very good results. Indeed, the measured cav-
ity lengths behaviour is faithfully reproduced by the calculation,
and this for all measured operating points.

The prediction of the performance drop beginning is done by
a direct flow computation taking into account the cavitation
sheet. Coupled computations were performed in order to take
into account the influence of the diffuser geometry observed on
measurements. Unfortunately, these behavior differences were
not point out with the numerical simulations. This leads us to
think that these differences are mainly due to unsteady phenom-
enon and/or cavitation development in the diffuser. However,
the very good results obtained with this method shows that,
with our present modelling, the performance drop prediction is
possible as far as the performance drop is only due to the
cavitation development on the impeller blades in the operating

Journal of Fluids Engineering

range characterized by sheet cavitation regime. To conclude,
the results analysis of this study demonstrates that the presented
method provides an interesting tool for the 3-D cavitation devel-
opment prediction in hydraulic machines.
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A New Calibration Method for
Dynamically Loaded Transducers
and Its Application to Cavitation
Impact Measurement

The erosion produced by cavitation is a serious problem in hydraulic machinery.
During investigations of the dynamic loading generated by collapsing cavitation on
a surface, a dynamic pressure transducer was developed. The piezoelectric polymer
PVDF ( Polyvinylidene fluoride) was used as the pressure sensitive material. A novel
method of dynamic calibration has also been developed. The transducer is loaded
through pencil lead by a beam supported at its other end on a knife edge and loaded
at the center by weights. As the static load is increased, the pencil lead breaks and the
load is released suddenly. The unloading time is faster than for any other conventional
calibration method and is of the same order as cavitation loading. Descriptions of
the developments of both the calibration method and the transducer are given. The
principal advantages of the new method are the short pulse duration and the simplicity
of the test procedure.

The paper is an extension of the previously reported work by Momma and Lichtaro-
wicz (1994 ), giving further information on the operating characteristics of the trans-
ducer in comparison with the traditional ball-dropping method.

1 Introduction

During investigation of the relationship between the loading
produced by cavitation and the resulting erosion, a transducer
has been developed for measuring the dynamic loads involved.
Cavitation loading consists of repeated high intensity impacts
caused by collapsing cavitation bubbles. The rise time of the
signal can be the order of a few microseconds and its magnitude
can reach 10 GPa according to some authors (Jones and Ed-
wards, 1960). Piezoelectric transducers are suitable for such
operating conditions. Okada et al. (1989 and 1994) used piezo-
electric crystals and Momma (1991), Momma and Lichtaro-
wicz (1994), Hoam (1994), and Arndt et al, (1995) used the
piezoelectric polymer, PVDF (Polyvinylidene Fluoride). PYDF
transducers were also used for shock wave work by Henckels
and Takayama (1986) and by Bauer and Moulard (1987). For
cavitation work, piezo-films require electrical insulation from
the water and protection from damage caused by the high cavita-
tion loads, which are concentrated on very small impact areas.

The transducer measures the total force generated on its sur-
face and, only in the case when the pressure is uniform over
the transducer area, can it be calculated from equation;

Pressure = Force/Transducer area (1)

In the case of cavitation, the impact area can be obtained from
the size of the “‘pits’’ produced by plastic deformation in the
early stages of the exposure to cavitation. The number of pits
in each size group can be counted using a microscope or, more
conveniently, using image analysis techniques. The number of
pits of a specific size had to be correlated with the same number
of force impacts counted from the transducer signal. If the num-
ber of pits of chosen size and the number of pulses of some
magnitude corresponded, it was assumed that that magnitude
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pulse had made the pit size. Hence, the pressure produced by
cavitation could be obtained.

The experimental work was carried out using an apparatus
where a cavitating jet impinged on a soft aluminium target
placed normal to the flow. Damage was in the form of pitted
or eroded rings (Momma, 1991; Momma and Lichtarowicz,
1993 and 1995).

2 Experimental Apparatus and Procedures

2.1 Transducer. PVDF film has two important properties
that make it particularly suitable for dynamic force measure-
ment. The first is the high velocity of sound in the material (¢
= 2200 m/s), which for 110 pm thick film, gives the high
natural frequency of

fN=%= 10 MHz 2)

The second is the high piezoelectric stress constant (—3.39 X
105 (V/m)/Pa). This gives excellent response and a signal
with low noise without the need for amplification.

The film is pliable and can easily be cut to any desired shape
using a knife or scissors. It can be obtained in sheet form, either
uncoated or coated on both sides with metallic paint or vapour
deposited metal film. The metallic paint can be scratched out
to leave the desired shape for the transducer and terminals.

Figure 1 shows the transducer mounted on a stainless-steel
target. The transducer consists of a 110 um thick PVDF film,
coated on both sides with metallic paint, two electrical terminals
attached on either side to the electrodes, two or three layers of
Kapton (polyamide) tape with adhesive on one side and a bot-
tom layer of Kapton tape stuck with its adhesive to the PVDF
tape. The top tapes provide outer protection and the bottom tape
provides electrical insulation. The bottom Kapton tape is bonded
to the stainless steel base by the ‘‘rim cement’’ used to bond
tubular bicycle tyres to the wheel rim. Both epoxy and cyano-
acrylic adhesives dissolve the silver paint on PVDF film. This
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Fig. 1 PVDF piezo-film assembly for a transducer

affects the capacitance so the calibration constant is not uniform
over the sensitive area and may also change with time.

The most fragile parts of the transducer are the connection
points between the metallic-paint terminals and the wires lead-
ing outside. The wires are mechanically connected to the termi-
nals and the joints are painted over with conducting paint. The
connections are therefore located outside the maximum erosion
zone. The size range of the rectangular transducers was 0.14 ~
27 mm? and that of the triangular transducers was 41 ~ 45.38
mm?. Large triangular transducers were used to ‘‘catch’ all
zones of cavitation erosion along the radius of the specimen.

2.2 Pulse Height Measuring System. In order to carry
out the pulse height analysis, an analogue measurement system
with an input pulse height gate circuit was designed, as shown
in Fig. 2. The system consists of the piezo-film transducer, the
input pulse gate circuit, a digital voltmeter, a digital oscilloscope
and a counter. The input signal detected by the transducer is
transmitted to the gate circuit (comparator) and any pulse whose
peak exceeds the pre-set threshold level generates a trigger
signal to activate the counter. By changing the preset level from
low to high, an accumulated pulse height distribution can easily
be obtained. The circuit consists of two parts, an operational
amplifier (magnification X1 and X5.83) and a comparator.
Since the output voltage from the PVDF transducer was suffi-
ciently high (approximately 10 V), higher amplification was
not needed. Furthermore, since the signal from the transducer
was very clean, noise filters and pulse holding circuits were not
required.

Transducer

Cavitation chamber

Gate level
Trigger pulse
N

gate circuit

Oscilloscope

Digital volt meter|

Fig. 2 Diagram of the pulse height counting system
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10ps/div.  (a) Cavitation impact

Wi

1Ops/div.  (b) Ball dropping

0.2V/div.

10ps/div. () Pencil lead breaking

Fig. 3 Output signal from the PVDF transducer

2.3 Calibration Methods. The most common method of
dynamic calibration is a dropping-ball technique. For this, small
steel balls are dropped from different heights, 4,, onto the trans-
ducer and the rebound heights, #,, are measured. The impact
and rebound velocities can then be calculated from conservation
of energy.

v, =V2gh, (n=12) (3)
The average force F,, is obtained from momentum conservation
considerations.
_m(u +v,)

F,, @)

T

In our tests, the impact duration time 7 was determined experi-
mentally using a digital storage oscilloscope with a sampling
rate of 100 MHz. The average force is calculated from;

_m(l + \/;)VZghl (3)
T

FﬂV
where e = h/h, is the average coefficient of restitution.
Figure 3(a) and (b) show a typical cavitation pulse and a
calibration pulse produced by a steel ball. The ball-dropping
method produces a pulse whose duration is at least four times
the cavitation pulse duration and its rise rate is very much
slower. Because of these shortcomings, coupled with rather
cumbersome photographic measurement of the rebound height,
this calibration method is unattractive.
A reliable dynamic calibration method was required, which
produced a more realistic pulse shape and was simpler to use.
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It is generally easier to release a load quickly (e.g., by breaking
a weak link holding the load) than to apply it. The calibration
method developed uses a pencil lead as the weak link. When a
bending load is applied to an extended pencil lead, it will snap
and release the load. The good quality control of modern pencil
leads results in consistent breaking loads. A similar technique
is commonly used for calibrating acoustic emission transducers.
Figure 4 shows diagrammatically the main parts of the calibra-
tion apparatus. A horizontal beam is supported at one end on a
knife edge and on the other by an inclined pencil lead resting
on the transducer. The center of the beam is loaded by a pan
holding a plastic water bottle and metal weights. The weight of
the pan can be slowly increased by pouring in water until the
pencil lead breaks. From the weight of the device, the amount
of water poured into the bottle and the geometry of the loading
points, it is possible to calculate the load applied to the trans-
ducer. A 2 mm diameter pencil lead normally used for drawing
was used here, although a number of alternatives are available
on the market. The suitability of various types is discussed in
Appendix 1. The load at which the pencil lead breaks can be
changed by altering the protruding length of the lead. Other
brittle materials like glass or ceramic rod can be used instead
of the pencil lead to obtain higher breaking loads.

A typical calibration pulse produced by the breaking pencil
lead method is shown in Fig. 3(c). The rise time compares
favourably with that of the cavitation pulse.

Cavitation impacts can be produced by micro-jets or shock
waves. In case of micro-jets, it is clear that calibration using
the pencil lead breaking method is valuable. In the case of shock
waves, Sanada et al. (1986) have calibrated a similar PVDF
transducer using a shock wave caused by an explosion in the
water. They reported that the resulting output voltage from the
PVDF sensor was proportional to the output voltage from a
crystal type transducer (Kistler 601H), thus providing a cross-
calibration. In comparison, the pencil lead breaking method has
the advantage of its simplicity.

2.4 Cavitating Jet Apparatus. The apparatus described
by Momma and Lichtarowicz (1995) was used to measure cavi-
tation loading in this study. A cylindrical nozzle with a diameter
of 2 mm and length of 5 mm was fitted. The stand-off distance
s is measured from the upstream edge of the nozzle throat since
the flow separation begins at this point and the flow does not
reattach itself to the nozzle throat.

The cavitation number o of such a jet is defined in terms of
the upstream pressure, p,, and downstream pressure, p,, and is

P2 — Dy

g =—

P — P2

(6)

where p, is the vapor pressure of the test water. In the case of
a cavitating jet, because p, <€ p, < p,, the cavitation number
can be simplified to
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In our apparatus, the cavitation number could be set by changing
either the upstream pressure or the downstream pressure.

The range of test conditions were as follows: upstream pres-
sure p; = 8—12 MPa, downstream pressure p, = 0.24-0.36
MPa, cavitation number o = 0.02-0.0375. The range of Reyn-
olds number R, at the nozzle outlet is about 2.5 X 10° -3.1 X
10° and the range of the velocity at the nozzle outlet, given by
Bernoulli equation, is about 126—155 m/s.

3 Results

3.1 Effect of Pulse Duration at Calibration. Figure 5
compares the output voltages from the PVDF transducer pro-
duced by the pencil lead breaking and ball-dropping methods.
For the ball-dropping method, five different balls (mass = 0.13—
8.34 g) were dropped from heights ranging from 3 to 266 mm
onto the transducer. The rebound height was recorded using a
camera, whose shutter was opened. The load range for the pencil
lead breaking method was extended by using 2 mm diameter
ceramic rods. It is important to select a ceramic that will break
cleanly. The authors feel that pencil leads are best since the
results are very repeatable (see Appendix 1). It can be seen in
Fig. 5 that the points are approximately on a line that passes
through the origin and that the scatter of the data for the ball-
dropping method increases as the load rises.

In order to investigate the reason for the scatter of the calibra-
tion constants, Fig. 6 illustrates the relation between the pulse
duration and the calibration constant. The same data as in Fig. 5

n
(=1

-
o

Calibration constant C., NNV
3

Ball dropping
5[ Om= 8.34g
r o 552
[ Pencit lead breaking é 3';:
| @Pencil type A x 013
0 USSR TS YO NN YOS YT WO A ——
0 50 100 150 200

Pulse duration t ps

Fig. 6 Effect of pulse duration on calibration constant
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Fig.7 Repeatability of pulse height distribution for different transducers

is used. The calibration constant from the ball-dropping method
increases with pulse duration for each mass, and is close to that
of the pencil lead breaking method only for the shortest duration
for each ball. This indicates that the calibration constant of the
ball-dropping method is affected by the pulse duration, which
in turn depends on the mass of the ball and the drop-height, 4,.
As the pulse duration produced by the pencil lead breaking

method is of the same order as that of cavitation loading, it -

can be said that it is better than the ball-dropping method for
measuring dynamic loading such as cavitation.

3.2 Repeatability of the Transducer. In any measure-
ment system, the transducers used should be of such quality
that, when one is replaced, the new results must be repeatable.
Figure 7 shows the pulse height distribution obtained in the
same apparatus under the same flow condition, but taken on
separate occasions by three different PVDF transducers using
the same counting and measuring system. Each transducer was
triangular in shape (see Fig. 1) but had a different included
angle, Details of the transducers and their calibration constants
are shown in Table 1. Considering the differences in their size
and their calibration constants, the accumulated count results
show good repeatability.

When pulse height analysis has been used for the measure-
ment of cavitation loads on a surface, it has been shown (Sti-
nebring et al., 1980; Momma and Lichtarowicz, 1995) that

2 F} = (PER)" (8)

where F; is the pulse height and PER is the peak erosion rate.
The pulse height is measured above a threshold value that de-
pends on the material and represents the level at which plastic
deformation appears.

Figure 8 illustrates the excellent correlation between the pulse
height data and the peak erosion rate. The same three transduc-
ers were used and the erosion specimens were made from the
same piece of aluminium. The same threshold value of 30 N
was chosen.

The standard deviation of each ¥ F? value is 5-15 percent,
even though the greatest difference between the calibration con-
stants is about 50 percent. For a given transducer, repeated tests
on similar specimens resulted in a standard deviation of 15
percent. From these results it can be concluded that transducers

Table 1 Calibration constant and geometry of transducers

Calibration constant Area Angle
Transducer (NIV) (mm?) (degrees)
A 12.15 45.38 18.9
B 10.67 44,10 23.1
C 15.46 41.25 17.2
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Table 2 Effect of Kapton tape on calibration constant and
pulse duration for the pencil-lead-breaking method

Number of Calibration constant Pulse duration
protection layers (NIV) (us)
2 10.44 (0.74) 5.90 (0.36)
3 11.49 (0.84) 5.64 (0.32)
4 11.51 (0.73) 5.66 (0.26)
6 11.59 (1.54) 5.97 (0.30)

(The values in brackets show standard deviations for each case.)
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Fig. 9 Effect of protection tapes on the pulse height distribution

calibrated using the pencil lead breaking method produced very
repeatable results.

3.3 Effect of Protection Tapes. The presence of two or
three tapes on top of the sensor area of the transducer raised
the question of whether they caused attenuation or distortion of
the signal from the piezo-film. In order to check this, test runs
in the cavitating jet erosion apparatus were made with two,
three, four and six layers of protective tape on top of the trans-
ducer. The transducer used had a triangular area of 44.1 mm®
(approximately 6.0 mm wide and 15 mm high). The calibration
constant and pulse duration from the pencil lead breaking
method are shown in Table 2. The calibration constant increases
by only 11 percent when the number of protective layers is
increased from two to six and the pulse durations all lie within
one standard deviation of each other. The pulse height distribu-
tion given in Fig. 9, which includes the calibration constant,
shows that any attenuation effect due to the protection tapes is
negligibly small for the range of the number of layers tested.
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Fig. 10 Relation between a small transducer and large size cavitation
loading schematic diagram

Similar results were obtained from the ball-dropping method,
except that the pulse durations were ten times longer (see Ap-
pendix 4).

Momma and Lichtarowicz (1994) reported similar results
using transducers calibrated with two protective layers and fur-
ther illustrate the negligible effect of increasing the number of
protective tapes.

3.4 Effect of Transducer Size. The effect of the size of
the transducer was also investigated. While a small transducer
has attractions, if its size is not sufficiently large when compared
with the size of the cavitation pits, the readings may be mis-
leading.

Figure 10 shows a possible cavitation loading pattern on a
small transducer. ‘‘Over the edge’’ loading will give a reduction
in the magnitude of the pulse height signal. This is well illus-
trated in Fig. 11, which shows the variation of the pulse height
with the sensitive area of the transducer. The apparent reduction
in pulse height for transducer with areas below 25 mm? shows
the over the edge effect well. With a 2 mm diameter pencil lead
cut at the contact end at 30°, the footprint of the loading area
is elliptical with a major axis of 4 mm and an area of 6.3 mm?.
Any transducer that cannot accommodate this area fully will
show this over the edge effect when it is being calibrated. In
Figs. 11 and 12, the dashed lines indicate regions where this
occurs. Figure A2 in Appendix 2 shows the same effects when
the pencil lead is moved into the narrower parts of the trans-
ducer. Smaller sizes of transducer can still be calibrated using
2 mm diameter leads, provided that an extension piece with a
suitable contact point is fitted at its end.

Figure 12 shows two sets of points obtained from different
batches of PVDF film. Both show the same trends.

3.5 Calibration of Transducers Under Water. All of
the above calibrations were carried out in air; a practice fol-
lowed by all researchers who use the ball-dropping method. As
the transducers were intended for use under water, pencil lead
breaking calibrations were repeated under this condition. A cali-
bration of 8.4 + 0.5 N/V in air was found to be 8.0 = 0.5 N/V
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Fig. 11 Variation of pulse height at an accumulated count of 1.0 count/
(mm?s) with the area of sensitive part of the transducer
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under water, showing that there was no significant difference
between the two test conditions.

4 Conclusions

~ 1. A new calibration method for dynamically loaded trans-
ducers has been developed to replace the currently used ball-
dropping method.

2. The method is simple and convenient to use as the results
can be read directly from the oscilloscope without using photo-
graphs.

3. The pulse duration of this method is almost the same as
the duration of the cavitation pulse. In contrast, the pulse dura-
tion for the ball-dropping method is about 8—10 times longer.

4. The calibration load can be altered by changing the
grade, diameter and/or length of the lead. Other materials like
glass or ceramic rods can also be used.

5. The transducer is capable of surviving severe cavitation
loading. Its protection system is made from Polyamide (Kap-
ton) tapes that can be placed in layers to increase protection.
The top protection layer can be changed without affecting cali-
bration.

6. The transducer is thin and flexible so it can be mounted
on curved surfaces.

7. The pulse height data obtained from the PVDF transducer
has an excellent correlation with the peak erosion rate.
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APPENDIX 1

Comparison of Pencil Leads

A number of different pencil leads are available on the market
and their breaking strength and its repeatability varies consider-
ably. Figure Al illustrates the calibration constant for various
types of pencil lead as a function of the breaking load. All have
the same diameter of 2 mm. The average value and the standard
deviation of the calibration constant for each type are shown in
Table Al. Each pencil lead was tested five times and in all
cases the protruding length was 14.6 * 1.0 mm.

The average calibration constant remained almost constant
for all leads (Table Al). However, the repeatability for ‘‘weak
leads’” (C to G) was much worse than for ‘‘strong leads’ (A
and B), as shown by the standard deviations. Thus, ‘‘strong
leads”’ produce better repeatability. If the protruding length is
changed considerably, the optimum pencil lead might be differ-
ent. The conditions will change also if the material or diameter
of the brittle element is changed.

Table A1 Calibration constants for various pencil leads

Calibration constant (N/V)

Types of pencil Average Standard deviation
A 9.07 0.45
B 8.55 0.37
C 9.15 1.11
D 9.68 1.20
E 8.68 1.42
F 9.92 2.51
G 771 1.14
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Table A2 Effect of the position of the pencil lead on the
calibration constant

Calibration constant

Position of pencil lead (N/V)
1 9.39
2 9.15
3 9.74
4 9.28
5 9.85

APPENDIX 2

Location of Calibration Load

The effects on the calibration constant of moving the location
of the pencil lead are shown in Fig. A2. The calibration constant
increases by about 30 percent as the distance from the target
center and the width of the triangular transducer increase. For
a rectangular transducer (see Fig. A3 and Table A2), it remains
nearly constant (=4 percent), irrespective of its position.

APPENDIX 3

The Accuracy of the Calibration Method

The applied load consisted of a standard weight and a flask
into which water was poured until the pencil lead was heard to
break. For a pouring rate of 50 ml/s and the human reaction
time to the sound of the beam hitting the stop is about 0.2 s,
the consequent error for a total load of 2 kg is less than 10 g
(0.5 percent). The accuracy of positioning the pencil load is
+2 mm/80 mm, or *2.5 percent. The output pulse varied be-
tween 1.0-1.6 V and was measured by the digital oscilloscope
to an accuracy of 0.2 percent. The sampling rate was 100 MHz.
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The largest variation was the breaking load of the pencil lead
and this was less than 5 percent of the average value of the
calibration constant.

APPENDIX 4

Effect of Protection Tapes on the Ball-Dropping
Method

In order to investigate the effect of the protection tapes on
the ball-dropping method, the calibration constant was mea-
sured with different numbers of layers. From Eq. (5), the cali-
bration constant C, is given by;

e = Fu _m(1+ Jey2gh
o Voux TVout
A 0.70005 g steel ball was dropped from 99 mm onto a PVDF
transducer covered with different numbers of protection tapes.
The calibration constant was affected by the coefficient of resti-
tution, the pulse duration and the output voltage caused by the
ball impact. Table A3 shows the calibration constant with these
parameters, normalized with respect to the value for two layers.
The average pulse duration, the average output voltage and
average coefficient of restitution for two layers were 48.7 us,
2.728 V and 0.235, respectively, and the averaged calibration

(A1)
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Table A3 Nondimensional parameters for the ball-drop-
ping method

Number of Calibration Pulse Output  Coefficient of
protection layers constant duration  voltage restitution
2 1.0 1.0 1.0 1.0
3 1.06 1.06 0.90 1.08
4 1.07 1.07 0.86 1.10
6 1.09 1.09 0.78 1.15

constant was then 10.39 N/V. In equation (A1), the coefficient
of restitution appears in the term (1 + ve), so that the normal-
ized coefficient of restitution in Table A3 is represented by (1
+ JZ )/ (1 + v0.235). As expected, the pulse duration increased
slightly with the increase in the number of protection tapes, due
to the increase in thickness of the elastic layer. However, the
increase of the pulse duration was only 28 percent, despite a
three-fold increase in the thickness. The normalized coefficient
of restitution and the pulse duration also increased, but the
output voltage decreased. The calibration constant increased
slightly. Overall, this means that the output decreased by about
9 percent (six layers) due to the attenuation of the tapes and it
can be concluded that the effect of the protection tapes was
negligibly small.
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Prediction of Cavitation Erosion:
An Energy Approach

The objective is to define a prediction and transposition model for cavitation erosion.
Experiments were conducted to determine the energy spectrum associated with a
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of transient vapor cavities is ruled by a Strouhal-like law related to the cavity size.
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velocity transpositions.

Introduction

The present work has been initiated in the frame of the multi-
disciplinary and long-standing problem of the prediction of cav-
itation erosion in hydraulic machines.

The energy approach is based on the determination of the
energy spectrum associated with a leading edge cavitation. The
collapse of vapor cavities at the rear part of an attached cavity
is known to be capable of damage on most types of materials.
However, the experimental determination of this spectrum has
not been attainable up to now and, as a consequence, no predic-
tion model has received enough consensus to be widely applied.

Prior investigators have put forth great effort in (i) under-
standing the fluid mechanisms originating such extremely high
stresses, and (ii) improving the performance of materials.

There is a global agreement about the fact that cavitation
erosion results from the repeated collapse of vapor structures
in the neighborhood of rigid boundaries. However, the basic
mechanism has been much debated. The focus of prior work
may be categorized as described below.

The first explanation, even though theoretical, has been pro-
posed by. Rayleigh (1917) whose model describes the time
evolution of the radius of a vapor bubble in an infinite fluid
medium at constant pressure. A local and very high pressure
peak appears in the final collapse stage. Fujikawa and Akamatsu
(1980) showed that this pressure peak was associated with a
shock wave that they pointed out as the main damaging factor.

Kornfeld and Suvorov (1944), Vogel et al. (1989) demon-
strated that vapor bubbles do not collapse spherically in the
neighborhood of solid boundaries or when subjected to pressure
gradients. They observed a liquid microjet threading the bubble
and finally striking and damaging the boundary.

Although the damaging process is certainly a combination of
these two mechanisms, recent works indicate that the shock
wave is probably the predominant one: Avellan and Farhat
(1989), Fortes-Patella and Reboud (1993).
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The generation process of vapor cavities by a leading edge
cavity has been often described (Knapp et al., 1970; Kubota et
al., 1987; Farhat et al., 1993). In particular, steady and unsteady
behaviors have been reported. The former situation is character-
ized by small scale vapor cavities shed with no obvious period-
icity. Instead, the unsteady cavitation is recognizable by the
periodic shedding of large scale vapor structures, ruled by a
Strouhal law. Often called cloud cavitation, this behavior is
generally considered as the most erosive situation.

Therefore, cloud cavitation has motivated and yet motivates
a great amount of experimental and numerical research work:
noise generation (Bark and Berlekom, 1978), erosion (Franc
and Michel, 1988; Kato et al., 1996), cloud collapse (Soyama
et al.,, 1992), bubble interaction and shock wave propagation
(Mgrch, 1981; Chahine and Duraiswami, 1992).

Along with the prediction problem, transposition laws are
needed in what concerns testing of hydraulic machines, to trans-
pose prediction outputs from laboratory tests on small scale
model to full scale machine. Attempts have been made in the
past in that direction: Thiruvengadam (1971), Kato (1975).

Notably, Bourdon et al. (1990) and Farhat et al. (1993)
developed the notion of erosive power through the P, term,
introduced as a scaling factor for cavitation erosion in hydraulic
machines. Promising results were obtained (Farhat, 1994 ), and
stimulated and oriented the present study.

The only reasonable approach to the problem of predicting
cavitation erosion consists in the conciliation of the two aspects
of the phenomenon: fluid and material. Specifically, this should
be done through the determination of the erosive potential of
the cavitation situation under consideration. Unfortunately, it
appears from our literature review that very few studies are
related to the understanding of the energy transfer between the
main flow and the material. Hammitt (1963) is a pioneer in
this aspect as he hypothesized a model for cavitation erosion
based on the knowledge of the energy spectrum n(E,), where
E, is the potential energy of a vapor cavity.

In our study, we consider the problem of cavitation erosion
following the so-called energy approach inspired by this investi-
gator. This approach appears to be particularly suitable for the
definition of an erosion prediction tool. Moreover, the erosive
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power term P,, is a privileged basis towards this definition. We
intend to validate the energy approach by the measurement and
analysis of two ground components of P,.: V, and f,. The third
term, Ap, is accessible either from direct pressure measure-
ments (see Farhat, 1994; Pereira, 1997), or from flow computa-
tion, and therefore is not considered in the frame of the current
work.

Cavitation tests are performed in the IMHEF’s high speed
cavitation tunnel, on a symmetrical hydrofoil NACA 65012
(chord length is 100 mm). Steady and unsteady cavitation be-
haviors are studied.

In a first part, a new event counting technique combined
with a wavelet analysis is presented as to determine the rate of
production of transient vapor vortices by the leading edge cav-
ity. Afterwards, a visualization technique, combining principles
of stereometry and tomography, is introduced to determine the
volume of vapor cavities through their tridimensional recon-
struction.

Results are discussed in the second part. On the one hand,
the generation process of transient vapor cavities is analyzed
on a statistical basis from which an analytical formulation of
the production rate is carried out. On the other hand, data from
the volume reconstruction are analyzed with a view to the mod-
eling of volumes while ensuring the cohesion with the produc-
tion laws.

In a third and concluding part, we perform a global synthesis
where we develop the formalism of the energy approach. The
energy spectrum is analytically expressed as a function of the
main flow parameters. The erosive power term P, is derived
while integrating the concept of damaging threshold energy
introduced by Hammitt (1963). Then, prediction and transposi-
tion aspects are considered and formulated according to these
fundamental definitions. Finally, elements for an experimental
validation of the energy approach are presented, comparing the
spectrum of the fluid energy and that of the material deformation
energy.

Production Rate of Vapor Cavities

Principle and Instrumentation. A technique is brought
into operation to carry out the production rate of transient vapor
cavities (also referred to as vortices) in relation with their char-
acteristic size \. The setup is depicted in Fig. 1. A coherent
light beam provided by a 5 W laser source is focused on a
reflecting area of the hydrofoil. The beam is pointed onto the
closure region of the main cavity and is oriented perpendicularly

Fig. 1

Production rate of vapor vortices: experimental setup

to the profile surface so that the incident and the reflected beams
have the same path.

By means of a splitter cube, the reflected beam is deflected
90° towards an ultrafast photodiode (rise time: 1 ns). The volt-
age signal output of this sensor is filtered and amplified to
compensate losses due to the successive passages through the
splitter cube. Therefore, the voltage signal is ideally maximum
when total reflection is observed and attenuated when a vapor
cavity passes through the beam.

Three hypotheses are considered: (i) Vapor cavities are
opaque and diffusive objects; (ii) The characteristic size N of
a cavity corresponds to its longitudinal maximum extent; (i)
Vapor cavities are produced spanwise according to the same
process (though with a phase shifting that currently is not mea-
sured).

Provided an adequate signal processing, the cavity character-
istic size A may be determined from the knowledge of the light
extinction time and of the convection velocity C,.. The produc-
tion rate of cavities in a given size range comes out from their
counting over the measurement period.

The photodiode signal is filtered at 100 kHz and sampled at
200 kHz over multiple time periods of 2.6 s each.

Data Processing and Analysis. The wavelet analysis, and
namely the continuous wavelet transform (CWT, see Farge,
1992), was found to be the most appropriate technique to deter-

Nomenclature
C. = convection velocity, m+s™* fi = statistical density, A(A) m™' 57!, a, f = statistical class parameters
C.: = upstream flow velocity, m+s™ . A(E),] “l.g= C, = pressure coefficient,
deq = equivalent diameter of vapor cav- N = statistical distribution, s~ C, = (p — Put)/(3pC2%)
1ty, m N= normalized distribution, Copee = C, in the main cavity closure re
E, = acoustical energy of vapor cavity, N = N/Cy, m™! Pmax ipon ¥ clos )
J Pt = Upstream pressure, Pa g

E, = potential energy of vapor cavity, J
E, = damaging energy of material, J
E,, = maximum potential energy of va-

p. = vapor pressure, Pa
P,, = erosive power, W
R,, = bubble initial radius, m

1., = collapse efficiency,
Neo = R(E)/R(E,)

.- = erosive efficiency,
Ner = 1 - (Er/Ern)2/3

por cavity, J I, = Rayleigh time, s A, = erosive power coefficient
E, = minimal damaging energy of ma- V. = volume of transient vapor cavity, er SIve p .
terial, J o o = cavitation coefficient,

f 2 = shedding frequency of cavities
with size \, Hz
f. = main shedding frequency, Hz
i = flow angle of incidence, °
! = length of main cavity, m
L = chord of hydrofoil, m
n = frequency histogram, s~

cavity, m

! m
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x, = abscissa of collapse location, m
. = displacement of convected vapor

Ap = pressure difference in the main
cavity closure region, Pa
Az, =Main dimensions of a vapor cavity,

2

g = (pref - pu)/(%pcref
S, = production rate constant,
S, =~ 86.87 107°
S, §%= Strouhal numbers,
S=(fD)Ce Si=8.0/(1 +a)
RMS = root mean square error on least
squares fitted data
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mine the production rate of vapor cavities accordingly to their
individual characteristic length. In contrast with the Fourier
transform, this analysis is particularly suitable for random and
transient signals, being yet applicable to the detection of period-
icities (as expected in the case of cavitation unsteadiness).

The original wavelet analysis is a convolution of the original
signal f(¢) with a wavelet function ¢(?), the so-called mother
wavelet. The CWT is a generalization procedure of this convo-
lution operation that uses a family of wavelet functions ¢, (1)
continuously translated (parameter 7) and dilated (parameter
k). Thus, it performs a transformation between the physical
time space ¢ and a time-scale space (¢, ¢ ). The complex-valued
Morlet wavelet is currently used. The following analysis is ob-
tained:

Fle, ) = (slf) = 7' fR lll*(

=T

K

)f(t)dt (n

* is the complex conjugate of ¢ and f is the CWT of f(¢).

Another important aspect of this transform is the conservation
of energy locally (and therefore globally), see Lewalle (1994 ).
The CWT is usually represented by the energy density map:
local energy spectral density plotted versus time ¢ and scale ¢.

Because the water fluid contains microbubbles of undissolved
air, the light signal may get noisy. Therefore, the voltage signal
from the photodiode is processed in a two steps procedure be-
fore the wavelet analysis: (i) Subtraction of the off-cavitation
voltage; (ii) Envelope in a frequency range of 0-100 kHz
(using the Hilbert transform).

Finally, the cavity characteristic size \ is related to the ¢
scale through the following relation: A = K(C./¢), where K is
a normalization coefficient and C, is the convection velocity of
the vapor structure in the closure region of the main cavity.
Considering the experimental results carried out by Kiya and
Sasaki (1983) (0.5 C,¢) and Farhat (1994) (0.65 C.), we take
C. = 0.6 C,;. We emphasize the fact that this convection veloc-
ity is only valid at the measurement location.

It is noteworthy that the primary concepts in the wavelet
analysis are those of time and scale, whereas frequency is
clearly a secondary quantity obtained from the repetition of
individual events. Let an event be the occurrence of a cavity of
size N\ at an instant ¢. An algorithm (see Pereira, 1997) is
developed that locates every maximum appearing in the energy
map, thus giving an equal importance to low and high energy
events. The resulting image is called the structure map from
which the event histogram n is carried out. Dividing this quan-
tity by the measurement period gives the frequency f } associ-
ated to the size class \. We refer fi as the statistical density and
N as the statistical distribution associated to class \.

Eight data segments of 32 k-samples each (~164 ms) are
processed. The ¢ scale is divided into 9 octaves with 16 voices
each (therefore, we have 144 \ classes). Lengths \ in the range
0.5 to 100 mm are considered.

Volume of Vapor Cavities

Principle and Instrumentation. The quantification of two
phase phenomena in terms of volume or shape data is techni-
cally complex. Most current visualization techniques are only
applicable when geometrical characteristics are considered
steady in time, such as in the case of the leading edge cavity:
laser sheet (Farhat et al., 1993), high speed photography (Leh-
man, 1966), holography (Maeda et al.,, 1991), tomography
(Levinthal and Ware, 1972), etc. However, the vapor structures
produced by a leading edge cavity are characterized by a very
short lifetime, an extremely changing shape and are conveyed
by the flow at high speeds (up to 50 m-s™' in the test section
of the IMHEF-LLMH’s cavitation tunnel).

To quantify the geometrical characteristics of these transient
vapor vortices, we developed a technique combining principles
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of tomography and stereometry, see Pereira (1997). The basic
and intuitive principle is that the volume of an object in space
(moving or not) can be estimated out from simultaneous con-
tours taken from a minimum of two noncollinear lines of sight.
Contours define, in the 3-D space, cylinders (or cones) that
encompass the object being observed. They intersect each other
and form a common volume that overestimates the real volume.
Accuracy can be increased with a higher number of contours.

Four black and white frame transfer CCD cameras are ar-
ranged around the test section according to Fig. 2.

In monoshot mode, the CCD integration period (20 ms) starts
on a TTL signal input. Afterwards, the image information is
transferred onto a storage section where it remains until a TTL
readout signal is received. Information is finally converted to
standard video signal and output to a 8-bits frame grabber.
Archiving is done on S-VHS video tape. Special electronic
hardware was developed for the conditioning of the video signal
as well as for the camera control from a remote computer (ad-
dressing, multiplexing, triggering, gain control and synchroniza-
tion between video devices). A compact mechanical mounting
has been designed for each camera, allowing precise positioning
(1 rotation and translation on 3 axes). Lighting is undertaken
by two flash point sources placed around the test section.
Flashes are triggered randomly during camera integration period
to avoid any coupling with the phenomenon being observed.
The trigger pulse is transmitted through an optical fiber in order
to protect electronics hardware from electromagnetic distur-
bances.

Images are acquired simultaneously on all four cameras and
readout sequentially according to the above sequence. The cycle
takes 140 ms from acquisition to storage and is repeated 512
times at the corresponding frequency (~7 Hz).

Data Processing and Analysis. Volume extraction goes
through 4 steps: (i) image enhancement: normalization to full
pixel range (256 grey levels) and thresholding; (ii) contour
extraction by gradient operator; (iii) contour closing; (iv) vol-
ume intersection. The intersection operation is the core of the
volume reconstruction (see Pereira, 1997). This procedure is
applied to all possible pairs of object contours. An orthogonal
parallelepiped is drawn out that encompasses the intersection
points and is divided into voxels (discrete volume elements).
Each voxel is defined by a center, an elementary volume and a
norm. This norm is equal to unity if the projection of the associ-
ated center on at least one image plane is inside the correspond-
ing contour, 0 if on the contour and —1 on the outside.

Total volume of object under consideration is the summation
of all elementary volumes from voxels whose norm is zero or
unity. Figure 3 shows the graphical display of the final recon-
structed volume of an upside down U-shaped vapor vortex.
Upper four photographs are the simultaneous images from the
CCD cameras and bottom figures show the reconstructed cavity.
It clearly demonstrates the ability of the technique to closely
catch complex 3-D structures.

Fig.2 Cameras arrangement around test section and world coordinates
system
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Fig. 3 Reconstruction of a vapor volume

Calibration. Calibration of a stereoscopic system is the
process by which we determine the geometrical and optical
characteristics of a camera (intrinsic parameters) and/or the
3-D position and orientation in the world space of the image
sensor (extrinsic parameters). Eleven parameters (6 extrinsic
and 5 intrinsic) are determined by our algorithm (see Pereira,
1997). World space coordinates may be derived from multiple
image data and vice versa. Minimum measurable volume is
0.44 mm®.

Flow Conditions

We explored 2 flow angles of incidence (4 and 6 deg), 3
main cavity lengths (I/L = 20, 30, 40 percent) and 5 upstream
flow velocities ( Cer = 15, 20, 25,30, 32 m+s '), The cavitation
coefficient o is adjusted to obtain the correct main cavity length,
which is checked under continuous lighting by means of a grad-
uated video monitor. As soon as flow parameters are considered
steady in time, 128 measurements are performed and averaged
over a period of 30 s before the image acquisition loop.

Results and Discussion

Production Rate of Vapor Cavities. Figure 4 represents
N, which is the event statistical distribution N (number of
events =\ per unit of time) divided by the respective mean
flow velocity Cys. N is plotted versus structure size \. Only
sizes below 50 mm are reported since structures with character-
istic size greater than the main cavity mean length can reason-
ably be put aside.

It follows from these graphs (see Pereira, 1997) that the
distributions N are ruled by the relation N(A\) = kC.¢/\, where
k is a constant. The analytical formulation of the event density
fi(\) can be derived from this analysis:

n(\) = kﬁ k~ 8687107+ 12107°

N2 (2)

The number of events per unit of time n(\) is given by the
following relation:
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AAN
o= [ A 3)
n(\) is the so-called production rate (or shedding frequency)
of vapor cavities in the interval [\, A + AA], and will be now
referred to as f ). We show that £}, C.¢ and \ are linked by
the relation

. _
-’g—‘ =8, —2— = 8% § ~86.871073+ 12105 (4)
ref

1+«

where « is a parameter defining the density class width: a €
R*|AN = a\. §, is the production rate constant and is equal
to k of relation (2). S¢ tends to S, as & grows to infinity.

Figure 5 represents the values of S¢ when formula (4) is
applied to the experimental histograms n. In the case of our
analysis, we have a =~ 43.3 107>, §¢ is found constant and
close to 3.8 107* over the whole X\ scale. This result fully
validates the above reasoning and shows that the generation
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Fig. 5 Strouhal number S2 versus \.i = 4°, 6° I/L = 20%
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process of the transient vapor cavities is truly ruled by the
Strouhal-like law of Eq. (4), provided « is chosen (even arbi-
trarily).

The unsteady case (i = 6 deg) is characterized by two particu-
lar )\ values that we call \; and h,. We show that these singular
lengths are essentially defined by the main cavity mean length
according to the following relations: A, =~ 0.44]/ and \, = 0.85/.
Considering the uncertainties related to the convection velocity
determination, we point out that these values are comparable
with the § and % values that are commonly found in the literature
as far as the generation process of vapor cavities in the unsteady
situation is discussed. As a matter of fact, these results are
coherent with the 3-parts cyclic generation sketches proposed
by Le et al. (1993) and Kubota et al. (1987).

Finally, let £, be the sum of frequencies f } of events whose
dimension \ is in the close vicinity of A, and \,. f, is called the
macroscopic or main shedding frequency. Figure 6 represents
this frequency versus the reduced frequency C,.;/!.

This graph clearly shows that the production rate of vapor
cavities inside these two N classes is controlled by the well-
known Strouhal law based on the main cavity length and on
the upstream flow velocity:

]

ref

with § =~ 0.3 (5)

This result is perfectly coherent with those found in literature
related to unsteady cavitation behavior: Simoneau et al. (1989),
Farhat et al. (1993), Farhat (1994), Kubota et al. (1987), Le
et al. (1993).

Volume of Vapor Cavities. We showed (Pereira, 1997)
that the most relevant information, with respect to the volume
of vapor cavities, were the dimensions \,, \,, and \,, respec-
tively the chordwise, the spanwise, and the vertical extents.

Figure 7 shows that there exist linear relationships between
A, Ny, and A,. We have reported couples (A, N,) and (X, A;)
(values are divided by /), accompanied by the corresponding
linear regression. \, and \, are identical with a slope coefficient
close to unity, for both the steady and unsteady cases (A, ~
0.851X\, and X, =~ 1.035 \,, respectively). Graphs related to (X,,
\.) show that the cavity height is about 60% higher than A,
(slopes are 1.629 and 1.582, respectively for i = 4 deg and |
= 6 deg). Besides, the unsteady case (i = 6 deg) is character-
ized by two secondary trends indicating that there exist two
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Fig. 6 Shedding frequency £, versus reduced frequency C,y/l. i = 6°,
I/L = 20, 30, 40%

additional volume families that confirm the following relations:
A, =~ 0197\, and A, ~ 0.562),. As established by Pereira
(1997), we also have A, =~ 161\, and A, =~ 2.17\,. It is also
noticeable that the longitudinal and transversal dimensions (\,
and \,) rarely exceed half of the main cavity length [/ in the
steady situation. Instead, for i = 6 deg, N\, and A, may equal
it, while appearing the aforementioned two specific types of
volumes. These remarks are in full agreement with the visual
observations.

Because experimental volume data were not available up to
now, vapor structures produced by the leading edge cavity were
usually considered to be spherical volumes (Kato, 1975; Selim,
1985; Baiter, 1982). Our immediate purpose is to check the

validity of this hypothesis. Let d,, = \/3(6/ 7)V.. be the equivalent
diameter. Figure 8 represents dimensions \, ,, versus dg,. In the
steady case (4 deg), these dimensions vary linearly with the
equivalent diameter and slopes are similar to that found above
between A\, N\, and \,. For i = 6 deg (unsteady behavior),
multiple trends appear on graph (de,, \;). The main trend indi-
cates that N, is about 60 percent greater than d.,. Secondary
trends are related to the specific volumes that characterize the
unsteady case. Slopes are close to that found between \, and
N, (Fig. 7).

As a consequence, d., is representative of dimensions A,
of vapor volumes. Table 1 reports the relationships between
Aey. and deq as well as the constants that provide, from the
single knowledge of the main cavity mean length, the \.,,
dimensions of the macroscopic structures produced in the un-
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steady cavitation behavior. These characteristic dimensions are
coherent with visual observations and high speed visualizations:
Farhat (1994), Brennen (1994), Kubota et al. (1987).

Energy Approach: Formalism and Validation

The energy spectrum suggested by Hammitt (1963) describes
the energy transfer between the fluid and the material. This
concept is illustrated on Fig. 9, for different cavitation extents:
the coordinate axis represents the frequency histogram n(E,)
of cavities with potential energy inside the interval [E,, F, +
AE.].

Hammitt emphasizes the fact that he takes into account only
the cavities that effectively produce damage, suggesting that an
energy E, exists beyond which damage takes place. This thresh-
old, reported on Fig. 9, depends on the mechanical properties
of the material under consideration. Thus, the damaging energy
is proportional to the surface under the curve corresponding to
the cavitation extent, with E, = E;.

Energy Density. The energy density fi( E,) is related to the
event density fi(\) by

n(E.)dE, = i(N)d\ (6)

where A is the longitudinal maximum extent of cavities, as
hypothesized formerly. Furthermore, Table 1 shows that the
dimensions \,, ., and specifically the longitudinal one, are pro-

portional to dey, With deq \3/{/: . Thus, the potential energy E.
of a cavity may be expressed by

Table 1 Dimensional characteristics of vapor volumes

Steady Unsteady
Eq. 4) Eq. (5) Eq. (4) Eq. (5)

A~ dyg — A =~ dy A = 044 [
Ny =~ dy, — N =~ d,, 1 A =0711
A\~ 164, — A\ =~ 1.6 d,, A =0.141
A= 0851

2 A= 1841

A =104/

&

724 / Vol. 120, DECEMBER 1998

| n(E,)

Damagin

Area proportional
to damaging energy

E,

D7 N
0

Fig. 9 Energy spectra according to Hammitt {1963)

E, = ApV. = ApN’, Ap =3p(0 + G, )Ch  (T)
According to (7), we have N « EY*Ap~'”? Thus, Eq. (6)
becomes, using (2):

ﬁ(Ec) x Creprl/3E;4/3 (8)

Let E,, = Ap-[® be the reference energy. E,, is normally
associated with the maximum volume generated by the main
cavity. However, we do not know the relationship between this
volume and the current flow conditions, so we assume that this
volume is proportional to [*. This hypothesis is true in the
unsteady situation, as suggested by Table 1.

The energy density fi(E.) is finally given by

Crer T
A(E.) = KoS. — E\PE;Y?, K, = 3[— 9
n(E,) 0 ] 0 162 9)

Energy Spectrum. The number per time unit of vapor cavi-
ties whose energy E, is inside the interval [E,, E, + AE.] is
given by the relation:

E +AE,
n(k,) = f n(e)de

c

(10)

We introduce the parameter £ that acts on E, as a does on \:
8 € R*|AE, = BE.. Moreover, according to (6), we have the
following relation:

Cut _a
Na+1

N+HAN
n(E,) = n(\) = f w(G)d = S. (11)
1N
Comparing coefficients from relations (10) and (11), we obtain
the formulation of n(E.):

173
n(E,) = K5, —CT (%) 1=+ (12)

B=0+a) -1 and K1=\s/§

Spectrum n(E,) is fully determined by the flow parameters.
It differs from existing models based on theoretical probability
laws selected to fit the closest possible the spectrum suggested
by Hammitt (1963): Kato (1975), Selim (1985).

with

(13)

Collapse Efficiency. We assume that a vapor cavity in-
duces damage if the energy resulting from the collapse is greater
than the material threshold E,. The damaging energy E, issued
from the cascade from flow to material is only a part of the
initial fluid energy E.. Knapp et al. (1970) estimated experi-
mentally, being to our knowledge the only literature reference
with regard to this aspect, that only I cavity in 30000 produces
damage. Inspired on previous works (Ross, 1977; Baiter, 1982),
we reintroduce the notion of collapse efficiency through the
term 7,,, which is a function of numerous parameters (energy
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dissipation during collapse, distance of collapse to the wall,
physical properties of fluid and material, roughness, pressure
fluctuations, . . .). n,, is defined by the ratio between the spec-
trum of energy E, absorbed by the material and that of energy
E, provided by the vapor cavities (with E, = E,):

_R(E) _ n(E)
A(E)  n(E)

Thus, 7., is only related to that part of collapses having
energy larger than the threshold energy. It differs in that from
the ‘‘energy efficiency’’ introduced by Reboud and Fortes-Pa-
tella (1996) as the ratio E,/E,, this being a measure of the
effective energy transfer from flow to material. 7., is rather a
macroscopic efficiency that integrates both the generation pro-
cess and this energy cascade. We hypothesize that the collapse
efficiency 7., is constant over the complete energy scale above

5

(14)

co

Erosive Power. The erosive power P, (using the same
terminology as Farhat et al., 1993) is the integral per time unit
of energies contributing to the damage process (i.e., E. = E;):

En ~ Cret
Per = f H(E)Edf = KZSL‘ . Eméera

m
K, = 3— (15
E, ! ZVm()
where E,, is the upper bound of energies. Term ®,, is given by
the relations:
E,

$,=1-F" F=—

16
Eﬂi ( )

Erosive Efficiency. We introduce the erosive efficiency 7.,
as the ratio between the erosive power and the total power of
vapor cavities. 7,, is a continuously decreasing function of the
energy threshold E;:

Pﬂr
Mer = T
f fn(e)ede

0

=, (r7)

The denominator represents the total energy per time unit
and is proportional to the energy flux (CitE,)/!1.

Transposition. We consider two flows geometrically simi-
lar and with the same cavitation development (thus similar with
regard to the cavitation coefficient ¢). Fluid is unchanged.

The problem of transposition consists in studying the influ-
ence of a change of the flow velocity and/or of the geometrical
scale. Let m; and =, be the transposition parameters: 7, =
Cli/ Cor and m, = 1"/1. CJy and I’ are, respectively, the mean
velocity and the main cavity length of the new flow. The cavity
length is taken as the reference geometrical length due to the
o similarity.

Using Egs. (15) and (16), the transposed erosive power
P!, is given by:

1 — TF?3

73—, T = 77"n3?
ner
\.. 1s the erosive power coefficient: it allows the transposition
of the erosive power P,,, both in velocity and in geometrical
scale. It also includes the damaging energy threshold E; as well
as the macroscopic flow parameters of the original flow
(through the erosive efficiency 7.,).

P.l{'r = )\erPeN

i (18)

Ner = T

Location of Collapse. According to the theoretical model
developed by Rayleigh (1917), the time between the instant of
application of pressure and the instant of zero radius is given
by the Rayleigh time ¢, = 0.915 R,Vp/Ap, where R, is the
initial and maximum radius of the bubble. Four hypotheses are
given: (i) According to Table 1, N = N\, = d,,; consequently,
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we can state that R, ~ N/2; (ii) Cavity is convected with the
flow velocity C. = kCys, k =~ 0.6; (iii) Ap is constant during
t,; (iv) Volume of cavity is maximum at abscissa /.

The displacement of a cavity is 6§, = t,C.. Thus, using Eq.
(7), the chordwise location of the collapse is given by

E 1/3
X = l[l + K3<~E—"> (o + C,,W)‘”Z]

m

&:%?dg

The collapse location is independent of the mean flow veloc-
ity, for a given flow incidence i and a given cavitation coefficient
o. This result is coherent with the works performed by Simo-
neau et al, (1989) and N’Guyen et al. (1987). For a given set
of flow conditions, 6, is proportional to \. As a consequence,
the collapse or pit density (number of collapses/pits per time
unit and per length unit) may be expressed by: A(6,)ds, =
A(E,)dE,.. Equation (19) also points out that the beginning of
the damaged area is fully determined when E. equals E,.

(19)

Experimental Validation: Elements. Pitting data is avail-
able from former erosion tests done independently of the present
work, although on the same hydrofoil and for a subset of the
flow conditions considered here. Cavitation tests were per-
formed on Copper samples. Surface measurement was done
using a laser profilometer and processed by a software devel-
oped by Fortes-Patella (1994) and co-workers. In addition to
the geometrical characteristics of pits, the software provides
the acoustical energy E, associated to each pit and calculated
according to the numerical simulation developed by this author.

Recent works (see Reboud and Fortes-Patella, 1996) indicate
that the material deformation energy E, is proportional to E,,
yet for a given material as long as this is strongly dependent
upon the elastic properties of the material. As a consequence,
we will use the terminology E, instead of E, to make clear
distinction between flow and material. This is consistent since
E, is derived from material deformation data by the numerical
simulation,

Figure 10 represents the energy spectra n(E.) (fluid), calcu-
lated according to relation (12), and n(E,) (material). Both
are expressed per unit of surface. A remarkable proportionality
relationship is noticed. The experimental spectra are fitted by
power laws using a least squares method and are found to have
exponents that closely match the theoretical exponent —3 of Eq.
(12): —0.341 for /L = 20 percent and —0.364 for I/L = 40
percent. One can estimate the collapse efficiency using Eq.
(14). Figure 11 represents the value of 7, and shows that it
remains fairly constant over the whole range of energies, thus
confirming the hypothesis we made above.

Mean ratios between number of pits and number of cavities
are found to be very low, ranging from 10~ to 10, as reported
in Table 2. As a matter of fact, E, can be much smaller than
E. or E,, as reported by Reboud and Fortes-Patella (1996).

Copper o—o B, , /L=20%, rms ervor=0.72s .cm !
s =4 — E,, L=20% |
0 ¢ ~25ms” e . Ut s eror0825 ean” ||
J— TS (d i
¥’
8
T
CR
10’

0 1 10 100 1000

E |

10000

Fig. 10 Comparison of energy spectra between flow and material
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Fig. 11 Collapse efficiency 7., = A{E4)/A(E.)

Moreover, the statistical density of vapor cavities decreases
rapidly with their energy (see Eq. (9)). Yet, factors not fully
understood, such as the distance of collapse to the wall, may
be the main cause of such low values. Though, these values are
quite coherent with those estimated experimentally by Knapp
et al. (1970).

7o 18 highly dependent upon the flow conditions. Curves
relative to 25 m-+s™' and 32 m-+s™! point out that mean 7,,
increases with C.¢. These results are consistent with increased
erosion observed by Simoneau et al. (1989). Influence of cavity
length at constant velocity is not clearly established. Although
flow parameters may act directly on n,,, they certainly have an
indirect influence through complex phenomena: cloud structure,
shock wave propagation, . . . These influences are beyond the
objectives of the current study.

Relation (19) is used to determine the collapse area. Two
main comments are suggested by the resulting collapse images
of Fig. 12, confirmed by direct observation of eroded areas: (i)
As stated earlier, the location of collapse is independent of Cy;
however, the distribution of collapses around the mean position
changes: collapses move downstream when C, increases; this
effect is mainly attributed to inertial forces and agrees with
observed elongation of the main cavity with increasing C.
(Dupont, 1991); (ii) For the unsteady case (6 deg), the collapse
area enlarges around the mean position of the closure region;
indeed, the energy spectrum widens and moves to higher energ-
ies, in particular because of the appearance of the characteristic
volumes (see Table 1).

Conclusion

The production rate f } of transient vapor cavities generated
by a leading edge cavity is ruled by a Strouhal law S¢ depending
on the characteristic cavity size \, the mean flow velocity C;,
the class width parameter «, and the constant S, ~ 86.87 1073
This law applies to both the steady and the unsteady cavitation
behaviors. This latter situation is, besides, characterized by the
production of vapor volumes arranged into two distinct A
classes. The ratios between the mean A values of those classes
and the main cavity mean length / give values very close to 5
and %, whatever the flow conditions are. The corresponding
production rate is controlled by the well-known Strouhal law
based on C, and [, with § = 0.3

Combining stereometry and tomography principles, volume
of transient vapor vortices is reconstructed. Despite the com-

Table 2 Mean collapse efficiency 1., = #(E,)/A(E,)

i Cref g UL Meo
I°] [m-s™'] (-] (%] -]
4° 25 1.25 20 16.5 1076
1.12 40 69.1 107¢
32 1.26 20 122.8 107¢
1.13 40 128.6 1076
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Fig. 12 Collapse locations of vapor cavities, top view: / = 4 deg, 6 deg,
Crot = 20,30 m-s™, //L = 40 percent

plexity and variety of volumes, remarkable linear relationships
are found between main dimensions (chordwise, spanwise and
vertical extents) and the diameter d., of a corresponding equiva-
lent spherical volume. This applies equally to both behaviors,
with specific relationships for the unsteady case.

The fluid energy spectrum n(E,), E, being the potential en-
ergy of a vapor cavity, is expressed exclusively as a function of
flow global parameters, production rate constant S,, maximum
potential energy E,, (defined by main cavity length /) and E,.

The comparison between the fluid energy spectrum n(E,)
and the material deformation energy spectrum n(E,) carried
out from former pitting experiments shows a remarkable propor-
tionality relationship defined by the collapse efficiency 7,,. Val-
ues of 7, in the range 107° to 10~ are found, depending on
flow conditions. This relationship between the fluid and the
material sides of the cavitation erosion problem confirms the
well-founded nature of the energy approach and validates it.

The erosive power term P,, is defined as a function of flow
parameters, constant S, and of the erosive efficiency 7,,. This
efficiency is dependent upon the damaging energy threshold E;
defined by the mechanical properties of the material. A simple
model based on the Rayleigh’s theory is introduced that locates
the erosion area according to E;. The eroded area does not
depend on the flow velocity, but essentially on the pressure
gradient in the closure region of the main cavity. Quite good
correlation is found with experiment.

Provided flow geometries are homologous, fluids are un-
changed and cavitation coefficient is identical, the ratio between
E, spectra is equal to the ratio between velocities if velocity
transposition is considered. If geometrical scale changes, the
ratio between spectra per surface unit is inversely equal to the
square of the geometrical ratio. Finally, the erosive power coef-
ficient \,, is introduced as to transpose P,,.

A study over a number of materials of engineering interest
covering a wide range of mechanical properties should be en-
gaged in order to establish correlations between these properties
and E;. Furthermore, the influence of flow parameters on the
material deformation energy spectrum could be clarified in order
to better understand their role on the collapse efficiency 7,,.
Finally, the determination of the maximal fluid energy E, in
relation with flow parameters is of relevance to define the upper
limit of the fluid energy spectrum and thus to improve the
accuracy of the erosive power term.
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To model the processes of cavitation inception, noise and damage, it is necessary to

generate a model of the cavitation event rate which can then be coupled with the
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consequences of the individual events to produce a complete synthesis of the phenome-
non. In this paper we describe recent efforts to connect the observed event rates to
the measured distributions of cavitation nuclei in the oncoming stream. Comparisons

are made between the observed event rates and event rates calculated from measured
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nuclei distributions using an algorithm which includes the dynamics of the nuclei
motion and growth. Various complications are explored including the effect of the
boundary layer, the relative motion between the nucleus and the liquid, the observable
bubble size effect, and the effect of bubble growth on neighboring nuclei. All of these

are seen to have important influences on the event rate, and therefore, on cavitation
inception and other macroscopic consequences. We demonstrate that it is possible
to predict the correct order of magnitude of the event rate when an attempt is made
to model the important flow complications.

1 Introduction

In order to synthesize the cumulative effects of a stream of
traveling cavitation bubbles, it is necessary to supplement the
details of individual events with the rates at which these events
occur. Many investigators have anticipated a relationship be-
tween the cavitation event rate and the concentration of cavita-
tion nuclei in the oncoming stream (see, for example, Schiebe,
1972; Keller, 1972, 1974; Keller and Weitendorf, 1976; Kuiper,
1978; Gates and Acosta, 1978; Meyer et al.,, 1992). At first
sight this seems like a straightforward problem of computing
the flux of nuclei into the region for which C, < —o. However,
many complications arise which make this analysis more diffi-
cult than might otherwise appear and we shall discuss some of
the specific issues below. But these difficulties do not account
for the lack of experimental research into the relationship.
Rather, the difficulties involved in the accurate measurement of
the incoming nuclei number distribution function, N(R), have
been responsible for the delay in any detailed, quantitative in-
vestigation of this component of the problem. (Note that
N(R)dR is the number of nuclei with size between R and R +
dR per unit volume.) As Billet (1985) remarked in his review
of nuclei measurement techniques, the only reliable method of
obtaining N(R) has been the extremely time-consuming proce-
dure of surveying a reconstruction of an in situ hologram of a
small volume of tunnel water (Gates and Bacon, 1978). How-
ever, the time and effort required to construct one N(R) distribu-
tion by this method has seriously limited the scope of these
investigations.

The recent development of light scattering instruments em-
ploying phase Doppler techniques (Saffman et al., 1984; Tanger
et al., 1992) has improved the situation. In our laboratory, we
have succeeded in validating and calibrating a Phase Doppler
Anemometer (PDA) made by Dantec by taking simultaneous
measurements with the PDA and a holographic system (Liu et
al., 1993). The great advantage of the PDA system is the speed
with which N(R) can be measured. After validation, the PDA
system could then be used with confidence for investigations
of the nuclei population dynamics in a water tunnel (Liu et al.,
1993 and 1994) and of the aforementioned relation between

Contributed by the Fluids Engineering Division for publication in the JOURNAL
oF FLUIDS ENGINEERING . Manuscript received by the Fluids Engineering Division
August 8, 1995; revised manuscript received October 2, 1997, Associate Technical
Editor: J. Katz.

728 / Vol. 120, DECEMBER 1998

Copyright © 1998 by ASME

N(R) and the cavitation event rate (Liu et al., 1993, Liu and
Brennen, 1994).

In this paper, we first present the experimental observations of
cavitation event rates on a Schiebe headform with simultaneous
measurement of the nuclei distribution in the upcoming stream.
We then present an analytical model to synthesize the event
rates from the measured nuclei distributions. Then we compare
the predicted event rates with cavitation observations in two
water tunnels with quite different nuclei population dynamics.

2 Observations of Nuclei Population and Event
Rates

The experiments were performed in the Low Turbulence Wa-
ter Tunnel (LTWT) and the High Speed Water Tunnel (HSWT)
at Caltech. Detailed descriptions of these two water tunnels can
be found in other literature (see Gates, 1978 and Liu and Bren-
nen, 1995), and will not be repeated here. Figure 1 shows a
sketch of the experimental setup. A Schiebe headform with 5.08
cm diameter was installed at the center of the water tunnel. The
free-stream nuclei number distribution was measured by a Phase
Doppler Anemometer (PDA), which was calibrated by compar-
ing the results with those obtained by a holographic method
(Liu et al., 1993). On the other hand, the cavitation event rate
on the Schiebe headform was measured by three flush-mounted
electrodes on the headform surface (Ceccio and Brennen, 1992
and Kuhn de Chizelle et al., 1992),

In Fig. 2, we present a typical comparison of the nuclei
number density distributions in the LTWT and in the HSWT.
Also plotted in the figure are measurements in other facilities
(Arndt and Keller, 1976; Peterson et al., 1972, 1975; Feldberg
and Shlemenson, 1971; Keller and Weitendorf, 1976; and Gates
and Bacon, 1978 ) and in the ocean (Cartmill and Su, 1993). As
expected, substantial differences in the nuclei number density
distributions in the two water tunnels were found. Although the
shapes of the distributions are similar, the differences in the
magnitudes were as much as two orders of magnitude. The
typical nuclei concentration in the LTWT is quite large, about
100 cm™*; while the nuclei concentration in the HSWT is low
at about 1 cm™>. Billet (1985) and Gindroz and Billet (1994)
presented useful reviews of the subject of nuclei concentrations
and distributions. They found that for deaerated water, typical
concentrations are of the order of 20 cm™ with sizes ranging
from about 5 um to about 20 ym. We conclude that the LTWT
is nuclei rich and the HSWT is nuclei poor. This was expected
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|
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Fig. 1 Experimental setup for the simultaneous measurement of the
cavitation nuclei distribution in the water tunnel and the cavitation event
rate on a Schiebe headform

since the HSWT has an effective resorber while the LTWT does
not; related studies (Liu, 1995, Liu et al., 1993) demonstrated
that, as a result, the two facilities have quite different nuclei
population dynamics. Consequently, comparative experiments
in the two tunnels were expected to provide a valuable range
of nuclei populations.

Figure 3 presents the measurements of the event rates on a
Schiebe headform in the LTWT and HSWT tunnels. Note that
the cavitation event rates increase dramatically as the cavitation
number is decreased. However, the event rates can vary by as
much as a decade at the same cavitation number. At the same
cavitation number, the larger free stream nuclei concentrations
correspond to the larger cavitation event rates. As one would
expect, the event rates observed at the same cavitation number
in the LTWT are much higher than in the HSWT, because of
the much higher nuclei population in the LTWT.

Nomenclature

v T T T
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Fig. 2 A comparison of the nuclei number density distributions in the
Low Turbulence Water Tunnel and the High Speed Water Tunnel with
measurements in other facilities and in the ocean. The uncertainty in the
ordinate is =5 percent. )

During the tests in the HSWT, cavitation experiments were
performed at various speeds and air contents. Again, it was
clear that the nuclei population had a strong effect on the cavita-
tion event rate as illustrated on the right in Fig. 3. This resulted
in a significant effect on the cavitation inception number. For
example, at a velocity of 9.4 m/s and a nuclei concentration of
0.8 cm™, the cavitation inception number was 0.47. After air
injection, the nuclei concentration rose to 12 cm™, and cavita-
tion inception occurred at o; = 0.52. In contrast, in the LTWT,
the cavitation inception number in the LTWT was about 0.57,
and the nuclei concentration was about 100 cm™>. In the HSWT,
attached cavitation occurred soon after traveling bubble cavita-
tion. This implies that attached cavitation occurs more readily
when the nuclei population is low. Similar phenomenon was
also observed by Li and Ceccio (1994) on a cavitating hydro-
foil. In their observations, when the nuclei concentration in the

C = nuclei concentration
Cp = coefficient of pressure, (p —

fis b, f5 = numerical factors effecting
the cavitation event rate
n; = bubble/bubble interaction ef-

s, 8o = coordinate along a streamline
and the location of minimum
pressure point

t¢ = time available for bubble growth

pa)13pU?
Cpy = mini C iven stream- fect
M= ;Iilriglmum 0N a give! p = fluid pressure

Cpys = minimum value of Cp on the
headform surface

C3#, = constant
D = headform diameter
E = cavitation event rate
N(R) = nuclei density distribution func-
tion
R = radius of a cavitation nucleus

Il

R, R = dR/dt, d*R/dt*
R¢ = critical cavitation nucleus radius
Ry = minimum observable bubble ra-
dius
R...x = maximum cavitation bubble ra-
dius

Ro = initial nucleus radius
S = surface tension
U = upstream tunnel velocity
Uy = maximum velocity correspond-
ing 10 Cpuys
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D« = free stream pressure
Poo = initial gas pressure in a bubble
p. = blake critical pressure
Pmin = undisturbed liquid pressure
Py = Vapor pressure
g = flow velocity
r = distance from the center of a
bubble
ry = headform radius
rx = radius of curvature of stream-
lines near minimum pressure
point
rs = radius of minimum pressure
point
r, = critical radius
y = distance normal to body sur-
face
yu = maximum y value of the Cp =
— o isobar

t

u, uy = fluid velocity, fluid velocity just
outside boundary layer
v = velocity of a bubble normal to
streamline
p = fluid density
¢ = cavitation number, (p, — pw)/
3pU?
o = threshold cavitation number
o; = inception cavitation number
o] = cavitation number variation
&, h = factors in the chosen analytical
expression for N(R)
v = kinematic viscosity of fluid
w = fluid viscosity
6, 6, = thickness and momentum thick-
ness of the boundary layer
¢ = displacement of a bubble normal
to a streamline
2 = function defined by Eq. (15)
X =dZld(riry)
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Fig. 3 Left: Variations in the cavitation event rates with cavitation num-
ber on a 5.08 cm Schiebe body in the LTWT at a speed of 9 m/s. Data
are plotted for various ranges of free stream nuclei concentration, C
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0.45

water was high, traveling bubble cavitation occurred before
attached cavitation was observed. But when the nuclei concen-
tration was low, no traveling bubble cavitation was observed
before attached cavitation occurred. They ascribe the cause of
this phenomenon to laminar boundary separation on the hydro-
foil. However, we are not sure about the cause on the Schiebe
headform since it does not exhibit laminar boundary layer sepa-
ration in the region of low pressure where these events were
observed.

By comparing the event rates for conditions C and E in Fig.
3 (right), it can be seen that, at the constant nuclei concentration
level, the cavitation event rate decreased with increasing tunnel
velocity, which is the inverse of what would be expected. All
the numerical and analytical simulations (Ceccio and Brennen,
1992; Meyer et al., 1992; Liu et al., 1993) predict that the event
rate increases with oncoming velocity, provided that the nuclei
population remains the same. This velocity effect on the cavita-
tion event rate was also observed by Kuhn de Chizelle et al.
(1992, 1995). Since they were unable to measure the nuclei
population in the oncoming flow, Kuhn de Chizelle et al. specu-
lated that the free nuclei population was decreased by the in-
crease in tunnel pressure necessary to achieve the same cavita-
tion number at a higher speed. The investigations of nuclei
population dynamics in a water tunnel by Liu et al, (1993)
support that explanation. However, the current data shows that
the event rates decrease with an increasing tunnel speed even
when the nuclei concentrations are at the same level. This phe-
nomenon is not understood. A possible explanation is that the
PDA mistakenly counted more solid particles as microbubbles
at the higher tunnel velocities. Since the population of solid
particles increased with speed, perhaps the number of microbub-
bles decreased even though the total nuclei concentration re-
mained the same. It may also be the case that there exists some,
as yet unrecognized, mechanism in the relation between the
nuclei population and the cavitation event rate.

3 An Analytical Model for Cavitation Event Rate

A simple synthesis of the cavitation event rate from the nuclei
distribution in the on-coming stream was presented by Ceccio
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Fig.3 Right: Observed cavitation event rates on a 5.08 cm Schiebe body
in the HSWT at various tunnel speeds and nuclei concentrations. The
data are plotted for various tunnel speeds and nuclei concentrations.
The uncertainty in the ordinate is =5 percent.

and Brennen (1992). Here we explore this relationship further
and comment on other factors which could significantly effect
the event rate. We will use a nuclei number distribution func-
tion, N(R), defined such that, per unit volume, the number of
nuclei with radii between R and R + dR is given by N(R)dR.
From the measurement of free stream nuclei distribution in our
laboratory (see Liu et al., 1993), a characteristic form for N(R)
is

NR) = C loge (_(logR—logf)z) 1)

(2m)"\R 2\?

where C is the nuclei concentration. By adjusting the values of
& and \, the distribution function (1) can be made to fit most
observed nuclei distribution functions. It is preferable to the
more frequently used power law because it allows simulation
of the peak in the population which is often observed (at R =
&) and of the fact that the population of large bubbles is very
small.

The principal problem in synthesizing the event rate is to
evaluate how many of these nuclei are convected into the region
of low pressure near the minimum pressure point on the surface
of the body and how many therefore grow to observable macro-
scopic vapor bubbles. Some simplifying observations allow us
to avoid lengthy numerical computations of the bubble dynam-
ics (using the Rayleigh-Plesset equation) for every nucleus size,
every streamline, every cavitation number, etc. Meyer et al.
(1989, 1992) conducted a detailed numerical study of this kind
which included most of the effects studied here. In this paper
we present a much simpler analytical approach which, though
more approximate, is probably as accurate as the current experi-
mental data would merit. First, we shall employ various rela-
tions pertaining to spherical bubble dynamics despite the tact
that, as shown by Ceccio and Brennen (1992), the actual cavita-
tion bubbles are far from spherical. However, Kuhn de Chizelle
et al. (1995) also showed that the Rayleigh-Plesset equation
gives a reasonable though crude estimate of the bubble dimen-
sions and we therefore adopt this approximation here. However,
in doing so we note that Kuhn de Chizelle et al. (1995) also
demonstrated increasing departure from sphericity and from the
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Rayleigh-Plesset equation for the larger bubbles at low cavita-
tion numbers and we make reference to this in discussing the
results.

Ceccio and Brennen (1992) observed while carrying out nu-
merical integration of the Rayleigh-Plesset equation that, for a
given cavitation number, ¢, and minimum pressure coefficient,
Cou, all nuclei above a certain critical size, R = R¢, would
grow to roughly the same observable bubble size and therefore
would be registered as ‘‘cavitation events.”’ Furthermore, the
critical size, R, appeared to be almost independent of the details
of the pressure/time history and a function only of the differ-
ence between the minimum pressure and the vapor pressure
(represented non-dimensionally by (—Cpy — o)), the upstream
velocity, U, the fluid density, p, and surface tension, S. Specifi-
cally,

84S

T U (—~Cpy — o) (2)

Rc

fitted the bubble dynamic calculations very well when the em-
pirical parameter 3 ~ 1. This expression is, of course, consistent
with the stability analyses put forward first by Flynn (1964)
and Johnson and Hsieh (1966). Its use does save a great deal
of computational effort. Furthermore, it means that we need not
concern ourselves with the detailed pressure/time history along
the entire length of each streamline but can simply focus on the
region around the minimum pressure point.

However, it is necessary to determine how the minimum
pressure coefficient, Cpy, varies from streamline to streamline.
Here again we will use a simple analytic expression derived
from much more complex computations. A panel method was
developed to solve the potential flow around any axisymmetric
headform. This was used to calculate the potential flow around
the Schiebe headform. Such calculations suggested that the pres-
sure gradient, dp/dy, normal to the surface in the vicinity of
the minimum pressure point could be approximated by
pU%l ry where Uy = U(1 — Cpys)''? and Cpyy are, respectively,
the velocity and pressure coefficient at the minimum pressure
point on the surface of the body (exterior to the boundary layer)
and ry is a measure of the radius of curvature of the streamlines
in this region. For the Schiebe body (Cpys = —0.78) it is found
that ry/r¢ = 2.5 provides an approximate representation of the
variation in the minimum pressure coefficient, Cpy, On a stream-
line with the distance y of that streamline from the surface. The
actual variation of Cpy, with y from the potential flow calculation
is shown in Fig. 4 along with several approximations. With dp/
dy = pU%/ry it follows that

Cryt = Cpys + 2y(1 — Crys)/ 7k 3)

This expression allows us to evaluate from Eq. (2) the critical
nuclei size, Rc(y), for each streamline. Clearly, R increases
with the distance, y, of the streamline from the surface. A
larger critical size means that fewer of the available nuclei will
generate cavitation events. The process is terminated on that
streamline which just touches the isobar Cpy = —o for then
the minimum pressure is equal to the vapor pressure and no
cavitation events will occur on this streamline or any outside
it. Consequently, we need only be concerned with a region near
the surface given by

0<y=yuf (4)
where
(~Cpys — 0)
= A _PMS _ V) 5
M2 - o) € %)

and f5 = 1. Different values of f; which is a function of R,/
ry will be used later to examine the influence of a minimum
observable bubble size, Ry Using the relations (2) and (3) and
disregarding any possible effects of the boundary layer or of
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relative motion between the nucleus and the flow one can then
construct an event rate from the nuclei number distribution as
follows. The volume flow rate passing through two stream sur-
faces a distance, dy, apart at the minimum pressure point (see
Fig. 5) is given by

2nrsU(1 ~ CPMS)]I2f1(y)dy (6)

where fi(y) = 1, but different values will be used later to
account for the same boundary layer effects. The variable g is
the radial distance from the axis of symmetry to the minimum
pressure point (on the Schiebe body rs/ry ~ 0.75). It follows
from Eq. (6) that the cavitation event rate in the stream tube,
dE, is given by

dE = 2mrsU(L = Cpys) 2 fi(y)dy

J‘“ N(R)dR
#et) fo(R, y)(1 + ;)

where £,(R, y) = 1, but different values will be used later to
account for screening effects due to relative motion between
the nuclei and the liquid. Also n; = 0, but different values will
be used later to account for the bubble/bubble interactions. In
the above equation it follows from Egs. (2) and (3) that

868 2y(1 — CPMS):|_I (8)

(7N

Re(y) =

3pU2 l:"U = Cpus — e

Note that Rc(y = yy) — . It follows that the total cavitation
event rate, E, will be

Yarla
E = f 2rsU(1 — Cos) 1 (3)
0

” N R

f _ NRAER o (9
R(:()’)fl(R’ )’)(1 + ni)

where f; = 1, but different values will be used to account for

the observable bubble size effect.
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Fig. 4 Variation in the minimum pressure coefficient, Coy, on a stream-
line for a Schiebe headform with the distance y of that streamline from
the surface of the body near the minimum pressure point
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Fig. 5 Schematic showing a typical annular stream tube upstream of
the headform and in the neighborhood of the minimum pressure point

3.1 Boundary Layer Effect. The above analysis ne-
glected the effects which the presence of a boundary layer might
have on the pressure/time history experienced by a potential
cavitation nucleus. Several such effects can be envisaged. These
include the fact that the boundary layer will reduce the volume
flow rate of fluid traveling close to the headform and thus reduce
the supply of nuclei. It will also increase the residence time of
the bubbles in a thin layer very close to the surface, though
estimates of this effect indicate that it is not a major factor. It
may also alter the shape of the isobars near the surface. Here
we will explore only the first of these effects. To do so we
assume a simple form for the boundary layer profile near the
minimum pressure point, namely,

PE) ) () e

1 for y=9§

u
o, (10)

where ¢ is the boundary layer thickness. If §, is the momentum
thickness, it follows that 6, = 0.1336 and using the modified
Thwaites method to solve for the laminar boundary layer thick-
ness (Thwaites, 1949, Rott and Crabtree, 1952), we find that

142
L 0.68(L)

11
ry 1y HU ( )
Then, to account for the decrease in volume flow rate due to
the boundary layer, the expressions (6), (7), and (9) should
include values for f(y) different from unity, namely

. 2(§)._2(§)3+.<§>4 for y <6

1 for

with 6 = 5.10(vrg/U)"2.

It is also true that the boundary layer will affect the shape
of the isobars and therefore cause some alteration of the expres-
sions (3), (5), and (8); we have not included this effect in the
present analysis.

3.2 Bubble Screening Effects. In their study of the po-
tential cavitation of nuclei, Johnson and Hsieh (1966) recog-
nized that the relative motion between a nucleus and the liquid
might play an important role in determining the number of
nuclei which enter the region in which the pressure is below
the vapor pressure. Specifically they recognized that a bubble
‘“‘screening’’ effect would occur in which the nuclei are forced
away from the body due to the large pressure gradients normal

(12)

y>6
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to the streamlines in the vicinity of the stagnation point. This
outward displacement would be larger for the larger bubbles.
Because one is concerned only with streamlines very close to
the stagnation streamline and the body surface and because the
streamline curvature and therefore the pressure gradient normal
to the streamline is much larger in the vicinity of the stagnation
point than anywhere else, we may evaluate this screening effect
by focusing attention on the stagnation point flow alone. In
order to obtain an estimate of this effect we shall assume that
the nuclei under consideration (of radius R) are all sufficiently
small that the Reynolds number of the relative motion is much
smaller than unity. Then the velocity, v, of the nucleus in a
direction normal to the streamline is given by

U=%E_2<?£>
9 u \on

where dp/On is the local pressure gradient normal to the stream-
line. Then the total displacement, e, across the streamlines is

given by
B B
e=[Tvar={ Las
A 4 lql

where |q| is the magnitude of the fluid velocity, the coordinate
s is measured along a streamline, A is a point far upstream and
B is a location after the large pressure gradients in the vicinity
of the stagnation point have been experienced. Note that € will,
of course, differ from streamline to streamline and will therefore
be a function of r defined as the radial position of the streamline
far upstream of the body (see Fig. 5). Thus

e(rirg) _2R°U [® 1 3p _U_d<_§_>
Ty Qury Ja PU2 o(nlry) |41|

(13)

(14)

ry

_ 2R*U
Qury

Z(riry) (15)

where X(r/ry) is used to denote the dimensionless integral on
the previous line.

Since the stagnation point flow is the same on any blunt
axisymmetric body it is appropriate to choose to examine the
stagnation region in the potential flow around a sphere in order
to evaluate X(r/ry). This is a non-trivial calculation, and the
details will be omitted here for the sake of brevity. The result
is the function X(r/ry) presented in Fig. 6; for convenience
this can be approximated by the empirical relation

X(riry) = T(riry)? (16)
where I' =~ 1.69, ¥ ~ 0.5.

Having evaluated the screening displacement it can be ap-
plied to the evaluation of the event rate in the following way.
A nucleus of radius R which is on the streamline at radius r far
upstream will, when it reaches the low pressure region, be on
the streamline which is the following distance, y, from the body
surface:

2

y 1 r 2 { R\* ryU
DA S Y A NS Rt
Fy 2(1 - CPMs)llz Fshy 9 (ry) 14 (r rH) ( )

Thus the stream tube between y and y + dy will contain all the
nuclei of radius R which were present in the upstream flow
between radii r and r + dr (Fig. 5) where

Q _ rdr
Tn (1 - CPMs)mrer

f(R,y) (18)
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Fig. 6 The function X(r/ry) for the stagnation point flow in the potential
flow around a sphere

and

2
ﬁ(R,y)=1+3(—r’5-> (ﬂ)(l—cm)W(ﬁ)%z' (19)
¥,

9\ ry v 5

where %' denotes d>./d(r/ry) and r and y are related by Eq.
(17). Since the liquid flow between y and y + dy is still given
by the expression (6), it follows that the actual nuclei number
distribution function for the stream tube between y and y + dy
is Ng(R, y) where

Ne(R, y) = N(R)/ o(R, y)

Consequently, the screening effect alters the event rate by intro-
ducing a value for f,(R, y) different from unity in the expression
(9), namely that given by Eq. (19).

(20)

3.3 Observable Cavitation Bubble Size Effect. Nor-
mally, experimental observation can only detect cavitating bub-
bles when they achieve a certain observable size, say Ry, and

"in this section we shall incorporate this ‘‘observable cavitation
bubble size effect’” in our analysis. This requires an analysis
of the maximum size, R, achieved by the cavitation bubble.
To do so we approximate the pressure coefficient near the mini-
mum pressure point by

2y(1 — Ceus) i Chils — ol
Ik ry

Cp = CPM_S +

C¥ils ~ o

'y

= Cpy + (21)

where s is a coordinate measured along a streamline and s =
so 1s the minimum pressure location and Cpy, is given by Eq.

(3). The value of the constant C#, is about 1.39. It follows that
the time of residence of the bubble in the region —Cp =< o on
a given streamline distance y from the surface is given by

te = 2(—o — Cru)
e =
UCk (1 — Cpus)'?

1471 (22)
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The bubble growth rate is given approximately by

dR
— =U(—0 — Cpy)'"? 23
dt (—o Par) (23)
where Cpy is given by Eq. (3). It follows that the maximum
size reach by a cavitating bubble, R,.x, will be given roughly
by

I 372
Rmux — 2( a CPM) (24)
Tn CH(l — CPMS)”2

Only those bubbles whose maximum size, Ry, is greater than
a certain radius, Ry, are regarded as observable cavitation
events. By solving R, = Ry, for y, we have

Y = Yufs(Rulry) (25)
where
. B <1fﬂ>cm1 - CPMS)“]
(=) =1- = 26
f(”ﬂ) (=0 ~ Cpus) ( )

and yy, is given by (5). Notice that as Ry = 0, L(Ry/ry) = 1.
And when

1 ( Ry 23
O = —Cpys — I:E ('_—'>C§l(1 - CI’MS)UZ] (27)

Ty

f(Ry/rg) = 0, which means that if ¢ = o, no bubble with
a size greater than R, will occur. Hence o, is the threshold
cavitation number. For example, for Cpys = —0.78 and Ry /ry
= 0.04, o, is 0.67, which is significantly less than —Cpys =
0.78.

3.4 The Effect of Bubble/Bubble Interactions. As a
bubble grows in the low pressure region, the pressure field close
to the bubble is altered. Within a certain distance close to the
growing bubble the pressure perturbation due to bubble growth
increases the local pressure above the critical pressure at which
a nuclei will cavitate. Thus, any other nuclei in this volume
will not cavitate. In this section we explore this bubble/bubble
interaction effect in more detail.

To quantify the effect, we need to calculate the liquid volume
in which the local pressure is larger than the Blake (Blake,
1949) critical pressure, p.,

4s{ 28 (28)

172
Pe=Pom 7 3pGOR8]

When a bubble is growing, the pressure perturbation in the
surrounding liquid is given by

— Fmin R i 3
P~ pun R pig 4 2(R)?) (29)
r
where pui, is the undisturbed liquid pressure. When R > Ry,
the pressure perturbation can be simplified using the Rayleigh-
Plesset equation and written as

P(r) — Pmin = (pu - pmin) (30)

W
~ I

For another nucleus to cavitate, the local pressure must be
smaller than the Blake critical pressure. Solving for p(r) < p.,
we find the radius of the volume within which another nucleus
will not cavitate is:
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4 (—Cp—o0) R

r< - (31)
3(=Cp—0—0c'")
where o' is given by
1/2
gr =L 88 l< 8S ) 1 (32)
3\ pU?R,/ | 6 \ pU?R, 0+< 85 )

pU2R0

Now, the minimum pressure which a nucleus experiences in
flow of the type considered here is a function of the streamline
offset, y, normal to the headform surface. And the bubble size
at the point where the pressure reaches the minimum pressure
is approximately half of the maximum bubble size, Rmn./2. Thus
the critical radius is given by

4 (=Cpeu(y) — ) (h)
3(—Ceu(y) —0—-0") 2

= (33)

e

and, only those nuclei outside r = r, can cavitate.
1t follows that the number of nuclei which will not cavitate
due to the pressure perturbation surrounding a growing bubble

18
n; = f = 7 14 3 — 3 N(R())dR()
i Q 3 ¢ 2

In other words, only one nucleus out of 1 + »; nuclei will
actually cavitate. Thus, the effective nuclei number density dis-
tribution is given by

(34)

N(R)
1 +n

(35)
where

1 3 *
n = = 7.{'-Iema)( N(RO)

6 0

[_@_4_ ( —Ceu(y) — o
2T \=Cpufy) — 0 — 0’

3
) - l]ng (36)

Note that the effect of bubble interactions, »;, is proportional
to the cube of the maximum bubble size, Ry, Which, in turn,
is proportional the headform size. This means that, for a small
model, bubble interactions may not be very important for the
cavitation event rate. But for a large model, interactions may
be very important. We do not know that this scaling effect has
been recognized before. We also note that when n; > 1, it
follows that 1 + n; ~ n;, and this implies that, when the bubble
interactions become large (n; > 1), the event rate becomes
independent of the nuclei concentration. This may help to ex-
plain the fact that, when the nuclei population is sufficiently
large, quantities like the inception number tend to become inde-
pendent of the nuclei concentration.

4 Results of the Analytical Model

In this section we shall evaluate the various effects on the
cavitation event rate and compare the results of the analytical
model with the measured cavitation event rates. For this purpose
we select a particular nuclei number distribution of the form
given by Eq. (1), namely,

C = 100 cm™
£=98um
A = 0.49 (37)
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These values produce a nuclei distribution which is similar in
shape to that of many of the nuclei number distributions which
have been measured in the Low Turbulence Water Tunnel and
the High Speed Water Tunnel. We note that the concentration,
C, of 100 cm™ is also consistent with values obtained by other
researchers (see, for example, Billet, 1985). When viewing
the analytical results in Fig. 7, one should remember that the
cavitation event rates scale almost linearly with concentration
C and therefore the results for other values of concentration
C are easily obtained. Furthermore, we shall use a minimum
observable radius, Ry, of 1 mm since this is the limit of the
electrode instrumentation used to detect the cavitation events
(see also Ceccio and Brennen, 1992).

First, we present in Fig. 7 typical results calculated for a 5.08
cm Schiebe body at a tunnel speed of 9 m/s. The event rates
are calculated from Eq. (9) using the assumed nuclei concentra-
tion and distribution (Egs. (1) and (37)). The individual
changes in the event rate due to four separate effects described
in Sections 3.1 to 3.4 are shown in the figure, namely the bound-
ary layer flux effect (f,), the bubble screening effect (f;), the
observable bubble size effect (f;) and the bubble/bubble inter-
action effect (n;). Note that all these effects can produce sig-
nificant alterations in the event rate, and, together, can account
for more than an order of magnitude reduction in the event rate
in the present calculation. Among all the effects, the bubble
screening effect causes the largest reduction in the event rate.
At large cavitation numbers, the effect of bubble/bubble inter-
actions causes little or no reduction in the cavitation event rate.
However, at low cavitation numbers, it causes significant reduc-
tion because the interactions between bubbles are more inten-
sive at low cavitation numbers due to the larger and more nu-
merous bubbles. The boundary layer flow rate effect is more
pronounced at large cavitation numbers since the boundary layer
thickness approaches the thickness of the low pressure region
in which nuclei cavitate. Also note that the observable cavitation
bubble size effect generates a sharp threshold at a cavitation
number of about 0.6.

10° . . . . .

ORIGINAL

[ ~——— BOUNDARY LAYER
OBSERVABLE SIZE

SCREENING 1

—— INTERAGTIONS

- - =
=) o
2 > S
3
.

EVENT RATE, sec™

-
(=]
N

L. 1:‘ L \ A

1
05 0.6 07

10

CAVITATION NUMBER, ¢

Fig. 7 Typical event rates calculated using an assumed but typical nu-
clei distribution for flow around a 5.08 cm Schiebe body at a velocity of
9 m/s. Original: Basic method not including the additional effects in-
cluded in other lines. Boundary layer: As original but including the bound-
ary layer flux effect. Observable size: As original but including only “ob-
servable” bubbles larger than 1 mm in radius. Screening: As original
but including the bubble screening effect. Interactions: As original but
including the bubble/bubble interaction effect.
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Fig. 8 Left: A comparison of observed cavitation event rates (¢ ) on a
5.08 cm Schiebe body in the LTWT at a speed of 9 m/sec with anticipated
event rates based on simultaneously measured nuclei distributions. The
numerical results are plotted as (F): event rates calculated using inter-
mediate nuclei concentrations, (G): event rates calculated using the
largest nuclei concentrations, (H): event rates calculated using the
smallest nuclei concentrations.

The effects of the boundary layer flow rate and of bubble
screening varied slightly with flow velocity and headform scale.
The effects of bubble/bubble interactions, however, varied sig-
nificantly with headform size since the bubble size increases as
the headform size increases. As the headform size increases,
the reduction of the cavitation event rate at low cavitation num-
bers due to bubble/bubble interactions increases with the cube
of the headform radius. For the values chosen and at a cavitation
number of ¢ = 0.46 the bubble interaction factor, »;, is 0.9 for
a headform radius of 2.5 cm. At the same cavitation number, but
with a headform radius of 25 cm, the bubble/bubble interaction
factor, n;, is 900, which implies significant reduction in the
cavitation event rate. Note, however, in practice that the cavita-
tion on the headform transitioned to fully-attached cavitation
long before bubble/bubble interactions reach that level.

Figure 8 presents a comparison between the experimentally
measured event rates and the event rates calculated from the
analytical model by using the simultaneously measured nuclei
distributions. Note that the event rates are in rough agreement at
the larger cavitation numbers but that a progressively increasing
discrepancy develops as the cavitation number decreases and
the event rate increases. At the present time the reason for this
discrepancy is not known Though we make several suggestions
in the next section.

The information on event rates can be used to produce cavita-
tion inception numbers simply by selecting a certain event rate
criterion for inception. In figure 9 we make a qualitative com-
parison between the inception numbers observed in the LCC
experiments of Kuhn de Chizelle et al. (1992) and those calcu-
lated from the model using an assumed but typical nuclei distri-
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Fig. 8 Right: A comparison of observed cavitation event rates (lines
with symbols) on a 5.08 cm Schiebe body in the HSWT reproduced from
Fig. 3 with the anticipated event rates {corresponding lines without sym-
bol} based on simultaneously measured nuclei distributions. The uncer-
tainty in the ordinate is +5 percent.

bution function. Both the observed and calculated o, are based
on an arbitrarily chosen critical event rate of 50 events per
second. Comparing the predicted and measured cavitation in-
ception numbers, we note that the trends with changing head-
form size are consistent. Moreover, the predicted values are
also close to those observed experimentally. But the change of
the predicted inception numbers with velocity are the reverse
of the experiment observations. This is a reflection of the same
unresolved velocity scaling issue discussed at the end of Section
2.

We must conclude that two outstanding issues still remain.
First the observed event rates at low cavitation numbers are at
least one order of magnitude smaller than one would predict
based on the anticipated nuclei distributions. Perhaps only a
small fraction of the “‘potential’’ nuclei actually do cavitate but
more detailed study is needed to confirm this. Secondly the
changes with tunnel velocity cannot be explained at present.
One suspects that the observed effects may be the result of
changes in the nuclei population with changes in the tunnel
operating condition (pressure and velocity ). On-line monitoring
of nuclei content and explorations of how the nuclei content
changes with operating condition seem essential prerequisites
for answering the questions posed by this study. Moreover,
it seems clear that cavitation inception criteria are a natural
consequence of the event rate variations and that the above
recommendations. are also an essential prerequisite to an under-
standing of inception and the scaling effects of cavitation.

5 Conclusions

The present paper describes investigations of the relationship
between the cavitation nuclei distributions in the incident free
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Fig. 9 A comparison of cavitation inception numbers observed in the
scaling experiments of Kuhn de Chizelle et al. (1992) (dotted lines) and
those predicted by the analytical model based on a critical event rate
of 50 s™', an assumed but typical nuclei distribution and a minimum
observable bubble radius of 1 mm (solid lines). Data are shown for three
different speeds.

stream and the cavitation event rates on an axisymmetric head-
form. The cavitation event rates and the nuclei populations in
two water tunnels were simultaneously measured. The event
rates increase with increasing nuclei population and decreasing
cavitation number as expected. However they decrease with
increasing tunnel speed even when the nuclei concentrations
are similar. This is the inverse of what would be expected.

A simple analytical model is presented for the connection
between the nuclei distribution and the event rate. The changes
in the cavitation event rate due to several complicating factors
are explored; these factors are the reduction of volume flow
rate by the boundary layer, the bubble screening effect near the
stagnation point, the interactions between bubbles and the effect
of a minimum observable cavitation bubble size. Among all
these effects, bubble screening results in the largest reduction
in the cavitation event rate. However, the effect of bubble/
bubble interactions becomes increasingly important with in-
creasing body size and decreasing cavitation number. Com-
bined, all these effects give rise to a reduction in the event rate
of an order of magnitude.

The scaling of the predicted cavitation event rate with body
size, cavitation number and nuclei population agrees with the
experimental observations. At larger cavitation numbers, the
predicted cavitation event rates agree quantitatively with the
experimental observations in the Low Turbulence Water Tun-
nel and in the High Speed Water Tunnel. However, two out-
standing issues still remain. First the observed event rates at
lower cavitation numbers are about an order of magnitude
smaller than one would predict based on the actual nuclei
distributions. This may be due to the fact that only a fraction
of the observed nuclei actually cavitate or it may be due to
some other effect not included in the model. One possible
effect could be due to the large departure from bubble spheric-
ity; since Kuhn de Chizelle et al. (1995) showed increasing
departure from sphericity at low cavitation numbers, this might
contribute to the larger discrepancies under those conditions.
Other factors might be the increased importance of bubble/
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bubble interactions at lower cavitation numbers. The other
issue which remains is that the changes with tunnel velocity
cannot be fully explained at present.

With regard to the possibility that only a fraction of the
counted nuclei actually cavitate, we should note that there is
some uncertainty regarding the role played by solid particles in
the present experiments. Though, in theory, the PDA system
should measure only spherical bubbles, in fact, due to the valida-
tion level settings some solid particles may also be counted.
These may or may not act as nuclei. On the other hand, the
validation process may eliminate some bubbles. These uncer-
tainties are, to some extent, resolved by the calibration using
the holographic measurements, though that calibration was only
possible for nuclei larger than 18 um. Therefore some of the
discrepancies could be caused by the uncertainties associated
with solid particles.

When the model for the event rates is used along with some
chosen criterion in order to predict the cavitation inception num-
ber, the results are consistent with those observed experimen-
tally in so far as the trend with headform size is concerned. The
trend with velocity is, of course, at odds with the experiments
because of the discrepancy in the event rate discussed above.
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an optimum design. New experimental data are presented in the developing flow
region of two-dimensional water jets discharging into air. The results indicate that
the air diffusion takes place rapidly downstream of the nozzle and it is nearly indepen-
dent of the momentum transfer process. Further, the distribution of air bubble fre-

quency may be related to the air content distribution by a parabolic relationship.

Accuracy

The error on the positions {x, y, z} of the probes was less
than:

Ax Ay Az
Experiment No. 1: <1 cm <0.025 mm <1 mm
Experiment No. 2: <1 cm <0.025 mm <1 mm
Experiment No. 3: <0.1 mm <0.1 mm <1 mm

The error on the discharge measurement was less than 2%.

The error on the air concentration (void fraction) measure-
ments was estimated as: AC/C = 2% for 5 < C < 95%, AC/
C =0.001/(1 = C) for C > 95%, and AC/C = 0.001/C for
C < 5%.

The accuracy of the clear-water velocity data was normally
estimated as: AV/V = 1%.

The error on the mean air-water velocity measurements was
estimated as: AV/V = 5% for 5 < C < 95%.

The minimum detectable bubble chord length was about 200
pm in a 2 m/s flow and 80 pum in a 8 m/s jet based upon a
data acquisition frequency of 10 kHz per channel.

Introduction

Turbulent water jets discharging into the atmosphere are often
characterized by a substantial amount of free-surface aeration.
Applications include water jets at bottom outlets to dissipate
energy, jet flows downstream of a spillway ski jump, mixing
devices in chemical plants and spray devices, water jets for fire-
fighting, jet cutting (e.g., coal mining) and with Pelton turbines.
A related case is the ventilated cavity flow, observed down-
stream of blunt bodies, on the extrados of foils and turbine
blades and on spillways (i.e., aeration devices).

The effects of air entrainment can be detrimental (e.g., loss
of jet momentum) or beneficial (e.g., mixing enhancement}).
In any case, knowledge of the air entrainment mechanisms is
essential for an optimum design. Some experimental results are
available on the free-surface aeration of circular water jets (e.g.,
Heraud, 1966; Ervine and Falvey, 1987; Ruff et al., 1989; Tseng
et al., 1992) but there is little information on the free-surface
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aeration of two-dimensional water jets (see review in Chanson,
1997a).

The present paper describes new experiments performed with
two-dimensional water jets discharging into air. Three experi-
mental configurations were used (Fig. 1). It is the purpose of
the study to present new experimental evidence of the air-water
flow properties in the developing shear layer immediately down-
stream of the nozzle (i.e., x/d, < 20, where d, is the nozzle
thickness). Altogether the results provide new information on
the air entrainment mechanisms, the advective diffusion of air
bubbles, the momentum exchange process and the distributions
of entrained bubble sizes. Full details of the experimental data
were reported in Chanson (1995a), Chanson and Toombes
(1997), and Chanson and Brattberg (1997).

Experimental Apparatus

Experimental Channels. Three experimental configura-
tions of two-dimensional water jets were used at the University
of Queensland (Fig. 1, Table 1). Experiment No. 1 is basically
a water wall jet (0.03 m thick, 0.5 m wide). Experiment No.
2 is an air-water free-shear layer at an abrupt drop (Az = 0.13
m, W = 0.5 m). The third experiment is a vertical free-falling
jet: it consists of a two-dimensional jet issuing from a 0.012 m
slot nozzle and discharging downwards. The PVC jet support
is 0.35 m long.

The discharge was measured with a Venturi-type device (i.e.,
Dall™ tube) in experiments No. 1 and No. 2, and with orifice
meters in experiment No. 3. The error on the discharge measure-
ment was less than 2 percent.

For experiments Nos. 1 and 2, the vertical probe translation
was controlled by a fine adjustment travelling mechanism con-
nected to a Mitutoyo™ digimatic scale unit (Ref. No. 572-
503). The error on the vertical position of the probe was less
than 0.025 mm and the accuracy on the longitudinal position
of the probe was estimated as Ax < 1 cm. In experiment No.
3, the displacement of the probes in the direction normal to the
jet support and along the jet direction were controlled by two
fine adjustment travelling mechanisms (made in-house) and the
positions were measured with two Lucas Schaevitz Magnarules
Plus™ (MRU-012 and MRU-036 in the normal and longitudi-
nal directions, respectively). The error in the longitudinal and
normal positions of the probes was less than 0.1 mm in each
direction.
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3 Fig. 1 Sketch of the experiments

Air-water
shear layer

1.42 mm) was used to perform air concentration measurements
only in experiments Nos. 1 and 2.
A two-tip conductivity probe was used to record simultane-
7 ously the air concentration, air-water velocity and bubble fre-
pool quency in experiment No. 3. Each tip is identical with an inter-
nal concentric electrode (& = 25 pm, platinum electrode). The
tip spacing is 8§ mm.
g Both conductivity probes were excited by an electronic sys-
tem (air bubble detector Ref. AS25240) designed with a re-
sponse time less than 10 us. The measurements were recorded
with a scan rate ranging from 10 to 20 kHz per channel.
In addition, clear water jet velocities were measured with a
Pitot tube (external diameter (J§ = 3.3 mm).

U

air cavity of water

Experiment No. 2
Discussion. At low void fractions, the air-water mixture
consists of air bubbles surrounded continuously by water. At

Instrumentation. The air-water flow properties were re- large void fractions, the mixture is predominantly water droplets

corded using two types of conductivity probes made at the
University of Queensland, based on an earlier design (Chanson,
1995a, Cummings and Chanson, 1997). A single-tip conductiv-
ity probe (inner electrode ¢ = 0.35 mm, outer electrode (J =

surrounded by air. For void fractions between 0.3 and 0.7, the
flow is a homogeneous mixture but the air-water flow structures
are not well understood. In the present study, the writers define
an air bubble as a volume of air surrounded continuously or

Nomenclature

C = air concentration defined as
the volume of air per unit
volume of air and water; it
is also called void fraction

ch,, = bubble chord length (m)
(¢hgup)mean = mean bubble chord length
(m)

J.» = dimensionless bubble frequency: f;
= F:zkbvx*da/vo
g = gravity constant: g = 9.80 m/s>
g = volume discharge per unit width
(m?/s)
t = dimensionless variable

a = angle between the flow direction
and the horizontal
A = error
Az = drop height (m)
p = density (kg/m3)
1 = dynamic viscosity
& = diameter (m)

D, = turbulent diffusivity (m?/s) u = dimensionless variable
. = turbulent diffusivity (m*/s V = velocity (m/s) .
d = jet thickness (m) measured v = mean flow velocity (m/s) at nozzle Subscripts
perpendicular to the flow di- W = channel width (m) w = water flow N
rection X = longitudinal coordinate (m) o = nozzle flow conditions
d, = jet thickness (m) at the noz-  x — distance along the flow direction
zle (m)

F,, = air bubble frequency (Hz)
(Fap)mex = maximum air bubble fre-
quency (Hz) recorded in a
cross-section

y = distance (m) measured normal to
the flow direction
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Table 1 Experimental flow conditions

Slope « Nb of
Ref. (deg.) Deflector and nozzle geometry Exp. V, (m/s) d, (m) Comments
¢y 2) 3 @ 5) (6) M

Experiment No. 1® 4.0 Elliptical convergent (10:1 contraction 1 5.0 0.03 Wall jet issued from a smooth
in flow thickness and 2.2:1 in jet convergent nozzle. W = 0.5
width). m. Single-tip conductivity

probe.

Experiment No. 2® 0 Elliptical convergent (10:1 contraction 1 5 0.03 Nappe flow at an abrupt drop
in flow thickness and 2.2:1 in jet (Az = 0131 m). W= 05m,
width). Single-tip conductivity probe

scanned at 8 kHz (for 150 s).

Experiment No. 3¢ 89 S-shaped convergent (12.5:1 jet 7 14t079 0012 Vertical free-falling jet. W =

thickness contraction followed by

50 mm straight section).

0.269 m. Double-tip
conductivity probe scanned at
10 kHz (per channel).

Notes: d,, V,: initial nozzle thickness and flow velocity; slope: streamline angle with horizontal at nozzle.
@; data reported in Chanson (1995); ®: data reported in Chanson and Toombes (1997);  data reported in Chanson and Brattberg (1997).

not by water interfaces. Practically it is an air entity detected
by the leading tip of the probe between two consecutive air-
water interface events.

Further, the bubble frequency, at a given position {x, y} is
defined as the number of air bubbles detected by the leading
tip of the conductivity probe per unit time.

Experimental Results

Free-Surface Aeration. For all investigated flow condi-
tions (Table 1), substantial free-surface aeration was always
observed immediately downstream of the nozzle (Figs. 2 to 4).
Figures 2 to 4 present typical distributions of air concentration
C, dimensionless velocity V/V, and dimensionless bubble fre-
quency fo, = Fa*Vx*d,/V,, where x is the distance from the
nozzle in the flow direction, y is the distance normal to the jet
support, V is the mean air-water velocity, V, is the nozzle veloc-
ity, d, is the jet thickness at the nozzle and F,, is the air bubble
frequency.! Note on Fig. 3 that the upper free-surface of the
nappe is not a free-shear layer. The upper nappe entrainment
process was analyzed and discussed elsewhere (Chanson,
1989).

! The air bubble frequency is defined as the number of air bubbles detected by
the probe leading tip per second.

y/d,

120 4

& ® M« d°=0.03ﬂ1
Vo=5m/is

B C(x=0.05m)
0 C(x=0.15m)
¢ C(x=05m)
0.60 . X C(x=lm)

= V/Vo(y=0.1 m)
Theory C (0.15 m)
0.40 - - - -Theory C (0.5 m)
- ~~ — Theory C (1 m)

0.20 - -

0.00 T T T T ]
0.00 0.20 0.40 0.60 0.80 1.00 1.20

Fig. 2 Air concentration distributions (Experiment No. 1, V, = 5 m/s,
d, = 0.03 m), comparison with Eq. (1)}. Uncertainty estimates vert. axis
y/do: error = 0.003 (or 0.3%}; horiz. axis C: error = 2%; V/Vo error =
5%.
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In all the experiments, the air concentration distributions fol-
low closely a solution of the diffusion equation:

C:l* 1 —erf l* —‘-/3*—))—
2 2 \\D, x

where D, is the turbulent diffusivity, assumed independent of
the transverse direction y and the function erf is defined as:

(1)

erf (u) = -j:*j: exp{—t2)*dt (2)

Equation (1) was developed and validated for two-dimen-
sional free-shear layers by Chanson (1989, 1995). The above
result (Eq. (1)) may be extended to the developing flow region
of a two-dimensional water jet discharging into the atmosphere.
Note that Eq. (1) is not valid when the jet core becomes aerated.

Velocity Distribution. Distributions of mean air-water ve-
locity and bubble frequency for experiment No. 3 are presented
in Fig. 4. In the near-flow field (i.e., x/d, < 17), the transfer
of momentum from the water jet to the air is negligible and the
air-water velocity is not affected by the advective diffusion of
air bubbles (Fig. 4). For the free-falling jet experiments, the
free-stream velocity satisfied the Bernoulli equation:

2%g*x
2

1+

V=V,* for C<099 and x/d,<17 (3)

Note that the developing boundary layer along the jet support
was small and could not be detected with the instrumentation.

s yld, Brink depth : d, = 0.0366 m
[ n » " o
45 EF g %l Pl " ,0 Ao ao% AD° f EJ’A
A
‘Baa 8 4 o [} ] o o® ¢
9 ° 0
35 i pue——— -t I LIS
5 A a s, ¥ | O x=002m
a
2s 4| e x=01m
) °§ 4 x=02m
AIR CAVITY o | © ¥=03m
15 — Theory

ReciIullling water
0 o0 A o & ° o AP ¢ Ol
T T

0 0.2 04 0.6 0.8 1

C

Fig. 3 Air concentration distributions (Experiment No. 2, V, = 5 m/s),
comparison with Eq. (1). Uncertainty estimates vert. axis y/db: error =
0.0017 {or 0.17%); horz. axis C: error = 2%.
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Fig. 4 Air-water flow characteristics in the free-falling jet (Experiment
No. 3, V, = 3.75 m/s, d, = 0.012 m): distributions of air concentration C,
dimensionless mean air-water velocity V/V, and dimensionless bubble
frequency f., = Fivx*d,/V,. Uncertainty estimates horz. axis y/d,: error
= 0,00033 (or 0.033%) vert. axis C: error = 2%; V/vo error = 5%; fab
error = 0 (no error on bubble count)

That is, the boundary layer thickness was less than 3.5 mm at
x = 0.2 m for V, ranging from 1.4 to 7.9 m/s.

Bubble Frequency. The air bubble frequency distributions
exhibit a characteristic shape at each cross-section (Fig. 5). A
maximum (F,)ma 18 Observed at about 50 percent air content

Journal of Fluids Engineering

Oap = Fyp*sqre(x*d )V,

d,=0.012m
x=0.1m

1.5

0.5

Fig. 5 Dimensionless bubble frequency f., = Fyx*d,/V, as a function
of the air content (Experiment No. 3) comparison with Eq. (4). Uncer-
tainty estimates vert. axis fab: error = 0 (no error on bubble count); horz.
axis C: error = 2%.

and the bubble frequency tends to zero at very-low and very-

large air contents. Overall the dimensionless air bubble fre-

quency distributions are best correlated by a parabolic function:
Fo . 4%(C - 0.5)2
(F ab )max

For the experiments, the dimensionless maximum bubble fre-

quency ((Fop)ma*Vx*d,/V,) was observed to be independent
of the jet velocity and distance from the nozzle. Hence Eq. (4)
may be rewritten as:

o = 1.242%(1 ~ 4*%(C -~ 0.5)%)

(4)

Vorx

I'L W

for p,* > 15E+5

(5)

where is the dimensionless bubble frequency: f,,
F ,*vx*d,/V,. For p,*V,*x/u, < 1.5E + 5, the coefficient
of proportionality differs from 1.242 but the bubble frequency
distributions follow closely the parabolic shape (i.e., Eq. (4)).
It is worth noting that the same observation (i.e., Eq. (4))
was obtained in fully-developed supercritical flows (Chanson,
1997b), suggesting that the air-water flow structure might be
similar.

Chord Length Distributions. Bubble chord length distri-
butions were recorded using the double-tip conductivity probe
in experiment No. 3. The data give some information on the
characteristic sizes of air bubbles, air pockets, foam bubbles,
bubbles in water projections, and air volumes between water
projections. The results (Fig. 6) are presented in the form of
cumulative bubble chord length distributions, at various posi-
tions from the nozzle and for various nozzle velocities V,. Note
that each figure presents the cumulative probability of all the
points for 0 < C < 0.90 at a fixed distance x and, in each
figure, the histogram columns represent the probability of a
bubble chord length in 0.5 mm intervals: e.g., the probability
of a chord length from 2.0 to 2.5 mm is represented by the
column labelled 2.5. The last column (i.e., 100 mm) indicates
the probability of bubble chord lengths larger than 100 mm.
The results (Fig. 6) show the broad spectrum of bubble chord
lengths observed at each cross-section: i.e., from less than 0.5
mm to larger than 100 mm. This is observed both in the low
air-content region (C < 0.5) and in the high air-content region
(0.5 < C < 0.9). In both regions, the distributions are skewed
with a preponderance of small bubble sizes relative to the mean.
The probability of bubble chord lengths is the largest for bubble
sizes between 0 and 1.5 mm for C < 50 percent and between
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interval: 0.5 mm

Pr(Chy,)
V.=4.80 m/s
x=0.10m
0.1
Chord lengths > 100 mm
os 5.5 105 155 20.5 25.5 305 35.5 405 455 Ch,, (mm) )5 65.5 705 755 80.5 855 90.8 955
Fig. 6(c) V, = 4.80 m/s, d, = 0.012 m, x = 0.10 m — chord length

interval: 0.5 mm

Pr(Chyy)
V.=788 mis
x=0.10m

Chord lengths > 100 mm
05 55 105 135 205 255 305 355 405 455 Ch, (mm))s 655 70.5 755 80.5 855 905 955

Fig. 6(d) V, = 7.88 m/s, d, = 0.012 m, x = 0.10 m — chord length
interval: 0.5 mm

Fig. 6 Cumulative bubble chord length distributions
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0 and 2.0 mm for 0.5 < C < 0.9. It is worth noting the large
amount of bubbles larger than 100 mm. These may be large
air packets and air volumes surrounding water structures (e.g.
droplets).

For V, = 3.75 m/s, measurements performed at various dis-
tances from the nozzle suggest that most entrained air bubbles
have small sizes close to the nozzle (x < 0.1 m), and that the
distributions of chord length are redistributed toward larger
sizes further downstream. Note, in any case, the significant
amount of large chord length bubbles (ch,, > 100 mm).

Discussion

Air Bubble Diffusion. With two-dimensional water jets,
the advective diffusion of entrained air bubbles (i.e., Eq. (1))
has been observed with several configurations (see review in
Chanson, 1997a, Figs. 2 to 4 in this paper). For all the new
experiments, the authors estimated the turbulent diffusivity D,,
satisfying Eq. (1), from the best fit of the data (Table 2). It
must be emphasized that the reported values are based on the
crude assumption of D, being independent of the transverse
direction y.

ure 7 presents the dimensionless diffusivity D,/ (V *d,)
as a unction of the Reynolds number p,*V,*d,/u,,, where V

and d, are the characteristics jet velocity and thickness, respec-
tively. The results, presented with logarithmic scales, indicate
some scatter suggesting that the Reynolds number might not be
the only relevant parameter. Nevertheless, the order of magni-
tude of the results is consistent with other types of air-water
shear flows (see Chanson, 1997a, pp. 216—223). Although the
three different experimental geometries (wall jet, free shear
layer, free-falling jet) are expected to have different momentum
transfer characteristics, the close results of diffusivity coeffi-
cients suggest that the air diffusion process is little affected by
the geometry and the momentum transfer process.

Note that the data of experiment No. 3 might suggest an
increase in dimensionless diffusivity with increasing Reynolds
numbers. It is believed that the trend is related to the modifica-
tion of inflow turbulence with increasing discharge and it is
atypical. Experiments Nos. 1 and 2 had both a long smooth-
convergent section while the convergent section was very short
(i.e., less than 0.2 m) in experiment 3.

Characteristic Bubble Sizes. For any bubble size shape,
bubble size distribution and chord length distribution, the mean
chord length size (i.e., number mean size) is related to the air
content, velocity and bubble frequency by:

Ccv

o (6)

(Chab )mean =

Equation (6) is mathematically true in bubbly flows (i.e., air
bubbles surrounded continuously by water). At the air-water
interfaces of high-velocity water jets, Equation (6) is not exactly
correct but it still gives an order of magnitude of a characteristic
mean bubble size.

Equations (1), (3), (4), and (6) may be combined to deduce
the distributions of mean bubble size in the air-water shear flow.
For C < 50 percent, the mean bubble size (Eq. (6)) is a constant
and the order of magnitude is about: (¢%4)mean ~ 1 cm. For C
> 0.5, Eq. (6) predicts a drastic increase of mean chord length
with distance from the jet support (or jet centreline) which is
consistent with the chord length distribution data.

Conclusion

New experiments have been performed with three types of
two-dimensional water jets discharging into air: a wall jet
flow, a free shear layer, and a free-falling jet. In each experi-
ment, the distributions of air concentrations follow closely a
solution of the diffusion equation (Eq. (1)) and the estimated
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Table 2 Air bubble diffusion properties in two-dimensional water jets discharging into air

D,
Ref. Run V, m/s d, m D, m¥s V,*d, Xm
1) )] 3 G &) (6 Q)

Chanson (1988)® 860-1 10.71 0.020 1.41E-3 6.58E-3 0.093
860-2 10.71 0.020 1.55E-3 7.24E-3 0.093
870-1 10.65 0.032 2.17E-3 6.37E-3 0.199
870-2 10.65 0.032 1.42E-3 4.17E-3 0.199
871-1 9.54 0.032 1.50E-3 491E-3 0.173
871-2 9.54 0.032 1.04E-3 3.41E-3 0.173
872-1 12.01 0.033 2.81E-3 7.09E-3 0.199
872-2 12.01 0.033 1.71E-3 431E-3 0.199
873-1 8.72 0.031 7.29E-4 2.70E-3 0.146
873-2 8.72 0.031 8.04E-4 2.97E-3 0.146
874-1 7.00 0.030 4.52E-4 2.15E-3 0.15
874-2 7.00 0.030 421E-4 2.00E-3 0.15
1050 7.56 0.035 7.56E-4 2.86E-3 0.153
1051 10.56 0.035 1.70E-3 4.60E-3 0.391
880-1 6.21 0.069 3.58E-4 8.35E-4 0.156
880-2 6.21 0.069 3.36E-4 7.84E-4 0.156

Low (1986)® A7 4.61 0.046 5.58E-4 2.63E-3 0.288
A8 5.19 0.047 4.86E-4 1.99E-3 0.327
A9 5.71 0.053 9.99E-4 3.30E-3 0.342
Al0 6.64 0.057 2.93E-3 7.74E-3 0.44
All 8.36 0.056 1.63E-3 3.48E-3 0.349

Present study

Experiment No. 1 Run P5 5.00 0.030 9.17E-4 6.11E-3 0.15

Experiment No. 2 Q75_St2CL 4.10 0.037 2.56E-3 1.69E-2 02

Experiment No. 3 FJ-2-100 1.43 0.012 2.65E-5 1.54E-3 0.1
FJ-3-100 2.65 0.012 1.06E-4 3.33E-3 0.1
FJ-4-100 3.75 0.012 2.70E-4 6.00E-3 0.1
FJ-5-100 4.80 0.012 4 49E-4 7.80E-3 0.1
FJ-6-100 5.83 0.012 5.03E-4 7.19E-3 0.1
FJ-7-100 6.86 0.012 8.09E-4 9.83E-3 0.1
FJ-8-100 7.88 0.012 8.96E-4 9.48E-3 0.1

Notes: X: considered interval (i.e., 0 < x < X); (*) data reanalyzed by Chanson (1997a).

D((V,*dy)
0.1
[ ]
0.0t -
A o 8 & © CHANSON 1988
© g0 ALOW 1986
° 2 & ® CHANSON 1995
. L & CHANSON & TOOMBES
0.001 . © Present study
00001 -
10000 100000 loogogo P VoA
Fig. 7

Dimensionless diffusivity D,/(V#d,) as a function of the Reynolds
number p,*Voxdo/ p (T

turbulent diffusivity coefficients are of a similar order of mag-
nitude. In experiment No. 3, the velocity and bubble frequency
distributions were recorded also. Bubble chord length data
show a wide range of entrained bubble sizes (from 0 to over
100 mm chord length). The relationship between the void
fraction and the bubble frequency is a parabolic law (Eq.
(4)), identical to that observed in self-aerated open channel
flows.

Further experiments are necessary to extend the range
of flow conditions as well as to investigate the interaction

Journal of Fluids Engineering

between the momentum shear flow and the air diffusion
process.
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Instability of Taylor Vortex and
Nonaxisymmetric Modes in
Flow Between Rotating
Porous Cylinders

A numerical solution of linear differential equations governing the instability of
Taylor vortex and nonaxisymmetric modes in flow between rotating porous cylinders
is present. Solutions take into account the presence of a radial flow between the two
rotating cylinders. The critical Reynolds number and corresponding critical axial
and azimuthal wavenumber are shown for different values of radius ratio, ratio of
angular velocities of the inner and outer cylinders. The results show that not only
the critical Reynolds number but the oscillatory onset mode of nonaxisymmetric
disturbances can be altered when a radial flow is superimposed on the circular
Couette flow. The weak inward flow has a destablizing effect for wide-gap, corotating
system of positive and large i (ratio of angular velocities ), and §2;), and the weak
outward flow has a destablizing effect for small gap, co-rotating system and all
counter-rotating system. The most unstable mode of instability depends not only on
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the angular speed ratio of both cylinders but also the strength of radial flow.

Introduction

The stability of a viscous flow between two concentric rotat-
ing cylinders is of both academic and engineering application
interest. Taylor (1923) considered the stability problem both
theoretically and experimentally and obtained a perfectly good
agreement. He got a criterion for the onset of a secondary mo-
tion in the form of cellular toroidal vortices spaced more or less
regularly along the axis of the cylinder. Later workers (DiPrima,
1955; Chandrasekhar, 1961; Meksyn, 1961; Duty and Reid,
1964; DiPrima and Swinney, 1985) used different approaches
to solve this problem for x (ratio of the angular velocities of
the two cylinders) very negative and large. They all solved this
problem for axisymmetric disturbances with small-gap assump-
tion, where the mean flow can be replaced by its average value.
Krueger et al. (1966 ) considered the fully linear Taylor problem
for negative u, and found that in narrow-gap approximation,
when p is less than —0.78, the most unstable disturbance is no
longer axisymmetric but nonaxisymmetric. As y decreases be-
low this value the most unstable mode changes from m (azi-
muthal wavenumber) = 0 to m = 1, but then takes a higher
values in rapid succession. This phenomenon has already been
found experimentally by Coles (1965) and Snyder (1968).
Nonaxisymmetric disturbances usually corresponding to un-
steady onset shows a very different feature from steady onset,
which is well assumed in instability problems of the closed
type, i.e., Taylor problem and Bénard problem. Perturbation
growth rates (o) are usually assumed to be zero in the formula-
tion of the two problems, but o is actually not zero for unsteady
onset. This makes the problem more complicated and difficult
to solve.

Another interesting problem in this case is the effects of an
additional flow on the stability of a viscous flow between two
rotating cylinders. For example, Chandrasekhar (1960), Di-
Prima (1960), Chung and Astill (1977), and Babcock et al.
(1991) showed that an axial flow in the annulus stabilizes the
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circular Couette flow. At the same time, the stability problem
for viscous flow between porous cylinders with a radial flow
also has been widely investigated. Chang and Sartory (1967,
1969), Min and Lueptow (1994), Kolyshkin and Vaillancourt
(1997) predicted that inward radial velocity and strong outward
velocity stabilize the flow, while weak outward velocity destabi-
lizes the flow. Bahl (1970) made the narrow-gap approximation
and concluded that an radially inward velocity stabilizes the
flow, while an radially outward velocity destabilizes the flow.
Similar type of flow occurs during the dynamic filtration process
in biotechnology. By using a rotating inner porous cylinder and
stationary nonporous outer cylinder, as a suspension of fluid
and particles moves axially between the cylinders, the filtrate
passes radially through the wall of the inner cylinder and the
concentrate is collected at the exit end of the annulus, opposite
to the entrance end (Kroner et al., 1987; Wronski et al., 1989).
The porous cylinders in this paper can be treated as a rotating
shear filter in which the suspension is filled from outer porous
wall and filtrate is collected inside the inner porous wall.

So far the combination of Taylor problem and radial flow
has not yet been solved theoretically for nonaxisymmetric dis-
turbance. This may be important in biotechnology. Nonaxisym-
metric onset may cause the different washing effect, and quite
different effect in preventing plugging. The authors tried to
understand the change of instability mode due to radial velocity
variation by using a completely linear stability analysis with
arbitrary gap width, in which three-dimensional disturbances of
both stationary and oscillatory modes are considered. First, we
compare the calculated results with those of previous studies
for axisymmetric modes, with radial velocity control to confirm
the computer code. Then the nonaxisymmetric mode shifts oc-
curring in Taylor vortex flow are examined for different values
of radial velocity. The results show general stability characteris-
tics and the nature of nonaxisymmetric modes, as well as the
corresponding travelling waves in the azimuthal direction.

Problem Formulation and Method of Solution

Let r, 8, z denote the usual cylindrical coordinates, and let
u,, ug, u; be the components of velocity in the positive r-, 0-, z-
directions, respectively. We consider an incompressible viscous

DECEMBER 1988, Vol. 120 / 745

Downloaded 03 Jun 2010 to 171.66.16.146. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Table 1 Comparison the results of present study (A) and those of Krueger et al. (1966, B) for Taylor problem a = 0

Ta¥

ac —a,
7 U m A B A B A B
0.95 0 0 3.127 3.128 3509.71 3509.9 0.000 0.000
-1.0 4 3.680 3.680 20067.9 20072 23.358 23.358
-1.5 6 4.003 4.002 45289.8 45307 43.622 43.616
-2.0 7 4.484 4.483 91234.8 91298 64.163 64.147
0.90 -1.0 3 3.722 3.721 23855.6 23861 26.897 26.896
0.80 -1.0 2 3.835 3.835 36750.8 36767 33.008 33.009
0.70 -1.0 2 3.985 3.984 60085.0 60099 48.474 48.472
0.60 -1.0 2 4.458 4.456 113959 114043 72.649 72.626
0.50 -5 i 5.868 131587 51.945
0.20 -.10 0 4.250 82090.3 0.000

Table 2 Comparison of the results of the present study (A) and those of Donnelly et al. (1965, C), Chung et al. (1977,
D), Min et al. (1994, E), for Taylor problemm = 0,a =0, n = 0

Tac a
n A c D E A c D E
0.95 184.99 184.98 184.99 184.99 3.128 3.128 3.128 3.128
0.90 131.61 131.61 -— 131.62 3.129 3.129 — 3.129
0.85 108.31 108.31 -— 108.32 3.130 3.130 — 3.131
0.75 85.78 85.78 85.78 85.78 3.135 3.136 3.135 3.135
0.50 68.186 68.186 68.189 68.188 3.163 3.163 3.151 3.162

fluid in the absence of a body force which contained within
two infinite long cylinders, both cylinders are made of porous
material, with the z-axis as their common axis. If we let r,, r;
and 2;, 2, denote the radii and angular velocities of the inner
and outer cylinders, respectively, the flow is driven not only by
the rotation but also the radial velocity between the two cylin-
ders. The Navier-Stokes equations and continuity equation
admit a steady solution in terms of the velocities:

us = Ar**' + BJr, (1)

here & = u,r;/v is the radial Reynolds number, where u; denotes
the radial velocity through the inner porous cylinder, with a
positive value stands for a outward velocity from the center of
cylinder. And since (Op/0r = — p(u,(Ou,/0r) — (u3/r)), we
can substitute (9p/dr) into perturbed momentum equation in
r-direction and need not calculate p(r) directly. The constants
are ~

u, = avlr, u, =0

A= —Qn*(1 — win®) = Qridd = pun®

To study the stability, following the deviation of Krueger et
al. (1966), of this flow we superpose a general disturbance on
the basic solution, substitute in the equations of motion, continu-
ity equation and neglect the high order terms. Since the coeffi-
cients in the resultant disturbance equations depend only on r,
it is possible to seek solutions for velocities, pressure perturba-
tions u/, up, ul, p’ of the form below to obtain the ordinary
differential equations

{ul, up, u;}
=d\Q {u(x), v(x), w(x)} expli(wt + ml + A\z)]
p' = pvQip(x) expli(wt + mb + \z)] 3)
where x = (r — r))/(r, — 1).
It is noted that m must be an integer for the reason the
azimuthal wave must be countable and the \ must be real for
the solution must be bounded at z = o, while the parameter

w is in general complex.
If we replace the pressure term 7(x) by introducing a new

re(l — ety 1 — pa+? (2) variable X (x) defined by
where y is the ratio of the angular velocities and 7 is the ratio m(x) = D¥u(x) — X (x) (4)
of the radii, and @« = —2 is a avoiding point. where
Nomenclature

a = nondimensional axial wave-
number
A, A* = basic velocity parameter
B, B* = basic velocity parameter
d; = gap between the two cylin-
ders
D, D* = differential symbols
F, G, H = some functional forms
m = azimuthal wavenumber
M = parameter for calculation

t = time

r, 8, z = cylindrical coordinates
r1, r, = radii of the inner and outer
cylinders, respectively
w = perturbation growth rate

Ta = Reynolds number
u, = radial velocity through the
wall of inner porous cylinder
u,, Uy, u, = velocity perturbations
« = radial Reynolds number

\ = axial wavenumber

=/

v = kinematic viscosity

T = pressure parameter

¢ = nondimensional radial distance

p = density of the fluid

o = nondimensional growth rate
o,, o; = real and imaginary parts of o
Q,, Q, = angular velocities of the inner

and outer cylinders, respec-

N = temperature parameter é = ratio of gap to inner radius tively
p = pressure perturbation n=nlr * = nondimensional angular veloc-
ity

746 / Vol. 120, DECEMBER 1998
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Table 3 The critical value Ta, and corresponding values
of m, a., and —a, for assigned values of 1, 1, and «

n I o m a. Ta, -0,
0.95 ~1.00 -10 5 3.90 378.40 34.372
-8 5 3.86 361.59 32.757
-6 5 3.82 346.00 31.290
-1 4 3.70 311.20 23910
1 4 3.66 298.39 22.832
4 4 3.62 281.05 21.426
8 3 3.55 260.61 15.485
10 3 3.52 250.90 14.817
0.85 -1.00 -8 4 5.20 368.03 80.826
-6 3 4.34 309.33 57.758
-3 3 4.04 241.25 43.326
1 3 3.80 182.00 32.227
3 2 3.62 159.53 20.803
5 2 3.53 142.33 18.305
7 1 342 12791 8.525
10 0 3.26 111.40 0.000
0.75 —1.00 ~1 2 4.02 198.88 48,099
4 1 3.59 109.97 13.963
8 0 3.28 83.29 0.000
8 8
— oo - r
—~B- Dooaona - n f 019% -6
E 4 o amH M= ' -
g 4 00 -4
(=]
=0 7 o B
24 g a} -2
- - m I
0 T T T T T A R R 0
-80 -50 -40 -30 -20 -10 0 10 20 50

30 40

RADIAL REYNOLDS NO. (a)

Fig. 1 The most unstable modes (m) for variation of radial Reynolds
number (a) for n = 0.95, p = —1.0

m(x) = & px)
v

=r+xd, D=dlde, D*=dldx + &x),

Ex)y=46/(1 +6x), 6=4d/r, (5)

In order to get the sets of ODE’s, it is convenient to let ¥ =
D*y(x), Z = Dw(x), and make use of continuity equation to
replace D*u, we obtain the following system of six first-order

di=r-—-n

Du = ~imé(x)v — iaw — £(x)u (6)
Dv =Y — &x)v (7
Dw=2Z (8)
DX = M(x)u + 2[im&*(x) — Ta Q*Jv
— 208%(x)u — imaf*(x)v — iaal(x)w  (9)
DY = [M(x) + mP6*(x)]v — im€(x)X + mat(x)w
+ af(x)Y ~ [2im&*(x) — (a +2) Ta A¥/E%u (10)
DZ = [M(x) + a*}w — iaX + am&(x)v
+af(x)Z — EZ  (11)
where
M(x) = a® + m?€*(x) + i[o + m Ta Q*]
QF = A¥E*(x) + B*3(x),
1+a
A* = g‘m A, B*= Qlidl ,
a=Md, o=uwdly, Ta=M, (12)

v

The parameters presented above Ta, a, « and ¢ are rotational
Reynolds number, axial wavenumber, radial Reynolds number,
and perturbation growth rate, respectively.

The boundary conditions are

u=v=w=0 at x=0 and x =1 (13)
The eigenvalue problem formed by (6)—(11) together with
boundary condition (13) can be of the form

F(u,n,m,a,0,a, Ta) =0 (14)

The marginal state is characterized by o, the imaginary part
of o, equal to zero. In this nonaxisymmetric case, the exchange
of stability, i.e., o is assumed to be identically zero, cannot be
assured to be a priori, since the oscillatory mode is its nature
for nonzero azimuthal waves. Hence not only ¢ is complex, but
all the variables u, v, w ... are also complex. This makes the
problem (6) - (11) change to a set of 12 first-order ODE’s with
the same boundary condition (13) to another form

G(p,m, m, a, o, a, Ta) =0,

equations H(p, n,m, a, o, a Ta) =0, (15)

1.08 1.08

o 1.07 * 1 n = 0.95 -1.07

= : = 0.85

i 1.08 ® 27 -1.06

: = 0.7 el

S 1.05 &N = 062 " 1.05

[3) o SN0 n = .

o 1.04 - 1.04

&= 1.03 -1.03

~ 1.02 ~1.02

o 1.01 ~1.01

© £

— 1.00 1.00
0.99 T T T T 0.99

oo
-2 -1
RADIAL REYNOLDS NO. (a)

1 |
-5 -4 -3

Fig. 2 The variation of critical Reynolds number (Ta.) for various n with u = 0.4
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Fig. 3 Relationship associated with critical Reynolds number (Ta,) and
radial Reynolds number (@) for o = —1.0

where G and H are real-valued functionals with o, (real part
of o) to be determined. For given value of 4, and a, we seek
for the minimum real positive Ta over real a and integer m =
0, for which there exists a solution for (15) with o, not equal
to zero. The value of Ta to be solved is the critical Reynolds
number Ta, for assigned parameters stated above, the distur-
bances then are determined by the corresponding values a, and
m, which are called critical axial and azimuthal wave numbers,
respectively.

The eigenvalue problem (15) can be solved as Walowit et
al. (1964) via a Galerkin method. Here we solve the two-point
eigenvalue problem by a shooting technique, which makes the
problem an initial-value problem, together with a unit-distur-
bance method. This method has been widely used by, for exam-
ple, DiPrima (1960), Harris and Reid (1964), Krueger et al.
(1966), Soundalgekar et al. (1990), Min and Lueptow (1994),
and Kong and Liu (1994) for similar hydrodynamic stability
problems. Procedures of Krueger et al. and Min et al. are pre-
ferred here so as to see the details. A faster convergence of the
iteration, which determines the critical Reynolds number, o, and
corresponding axial wave number a,, is obtained by utilizing a
hybrid algorithm developed by Powell (1970) on the basis of
a modified Newton-Raphson scheme, as well as the steepest-
descent iteration instead of bivariate used by Krueger et al.

Results and Discussions

Verifying our computer code so as to ensure the correctness
of (6)—(11) and boundary condition (13). Since our program
is to investigate the nonaxisymmetric mode in circular viscous
flow under the effects of a radial velocity, we first check our
results (A) with those by Krueger et al. (1966) (B) in Table
1. We should note that the Taylor number Ta* = —4((1 — n)/
M2 — n?)/(1 — n*) Ta? here. Second, our axisymmetric
results (A) are compared with those by Donnelly et al. (1965)
(C), Chung et al. (1977) (D) and Min et al. (1994) (E) in
terms of a,, Ta, for the case @ = 0. It is shown in Table 2. The
comparisons in both tables are in good agreement; errors in
most cases are no more than 1.0 percent, and we estimate that
the errors mainly result from the different numerical approach
we chose. In Table 3, there is the summary of our present
research, :

In Fig. 1, which confirms the result of Krueger et al. (1966):
“, . .for R{/R, = 0.95, Q,/€), = —1, the wave-number in the
azimuthal direction of the critical disturbance is m =4 ...,”
at the same time, it is clear that strong outward velocity is a
benefit to axisymmetric disturbances, and the nonaxisymmetric

748 / Vol. 120, DECEMBER 1998

disturbances of higher modes prefer strong inward velocity. In
fact, our results show that at n = 0.95, if 4 =< —0.80, the most
unstable disturbances are indeed nonaxisymmetric ones, and the
modes depend upon the u, 1, and «. Similar phenomenon can
be found in the research for radial temperature gradient acts on
the region between two coaxial cylinders by Kong and Liu
(1994).

Since the research by Min and Lueptow (1994), Kolyshkin
and Vaillancourt (1997) are all focused on the instability arising
from counter-rotating mechanism, we will extend their results
by adding the corotating effects here. In Fig. 2, we can find for
small gap cases (e.g., 7 = 0.95, 0.85) with positive and large
u (we take 1 = 0.4 here), the first instabilities still appear in
a > 0, but for wide gap ones, the lowest Taylor numbers appear
in @ < 0, and we have verified that all modes appear in this
range are all axisymmetric. In Fig. 3, for 4 = —1, we change
the gap sizes from n = 0.75 ~ 0.95, the radial inward flows
cannot destabilize the flow field any more, then we can conclude
that the weak inward flow has a destabilizing effect for wide-
gap, corotating system of positive and large u, and the weak
outward flow has a destabilizing effect for small gap, corotating
system and all counter-rotating system.

As our earlier concept: in the absence of radial velocity, the
critical Reynolds number of the flow field is inversely propor-
tional to the gap width. But since the radial velocity is present,
the smallest Reynolds numbers may not be wide gap ones. In
Fig. 3, we can find that the inward velocity enhances the critical
Reynolds numbers for all gap sizes, but as the 7 decreases, the
effect increases rapidly. Therefore, on the influence of inward
flow, the wide gap cases may show higher critical Reynolds
numbers than small gap ones. From the results obtained by Min
and Lueptow, Kolyshkin and Vaillancourt, the strong outward
flow has the stabilized effect, too. And the same phenomenon
may occur in large, positive a. If we check Fig. 3 for a = 0,
the onset modes for n = 0.95, 0.90, 0.85, 0.80, 0.75, are 4, 3,
3, 2, 2, respectively. This also coincides with the result obtained
by Krueger et al. in their Table 2. For most cases, at the same
radial flow strength, the unstable modes for larger 7s are always
larger or equal to smaller ns, and when the inward flow becomes
stronger, the unstable modes become higher and higher; but
the unstable modes will decrease when outward flow becomes
stronger. Unlike critical Reynolds numbers, the critical axial
wave numbers show less regularity in the absence of radial flow,
but since the effect of radial inward flow becomes stronger, the
critical axial wave number increases as its gap size increases,
and the axial wave number decreases as the a increases, but
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Fig. 4 Relationship associated with critical wave number (a,) and radial
Reynolds number (a) for p = —1.0
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instead of decreasing, the axial wave number will increase while
the radial outward flow becoming more stronger (see Fig. 4).

Although the smallest axial wave numbers are not wholly
corresponding to the smallest Taylor numbers (i.e., critical
Reynolds numbers) in the mode evolution, but the smallest axial
wave numbers always appear near the most unstable modes. For
« = —5 in Fig. 5(a), the most unstable mode is 4, and we can
check Fig. 5(b) and find the smallest value of axial wave num-
bers for @ = —5 is at m = 3, and for the case of & = —1, both
the smallest axial wave number and Reynolds number appear
atm = 3.

Conclusions

The instability of Taylor vortex flow between rotating porous
cylinders is indeed affected by a radial velocity. The nonaxisym-
metric mode can be altered by the strength of the radial velocity
and the angular speed ratio of both cylinders. For strong inward
flow, nonaxisymmetric modes prevail, but for strong outward
flow, axisymmetric modes prevail.

Journal of Fluids Engineering

The weak inward flow has a destabilizing effect for wide
gap, corotating system of large u, and the weak outward flow
has a destabilizing effect for corotating system of small u and
all counter-rotating system. Both strong inward flow and strong
outward flow have a stabilizing effect. Whether the gap is wide
or not, for large — u, the nonaxisymmetric modes predominate.
And in the presence of inward flow, wide gap systems may
show stronger stability than small gap ones. We wish that the
results obtained from the present study could be a benefit to the
research of dynamic filtration process in biotechnology.
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Introduction

Effervescent atomization studies have been reported by a
number of researchers, with topics considered ranging from the
influence of nozzle geometry and liquid physical properties on
mean drop size to the structure of the spray. For instance, Wang
et al. (1987) and Lefebvre et al. (1988) demonstrated that
atomizer performance is independent of injector geometry and
final orifice diameter while Roesler and Lefebvre (1989) re-
ported that nozzle performance is nearly independent of mixing
tube porosity. Buckner and Sojka (1991) showed that mean
drop size is independent of viscosity for Newtonian liquids
while Buckner and Sojka (1993) report no consistent variation
in mean drop size with consistency index or flow behavior index
for power law non-Newtonian liquids.

More recently, in a study closely related to this one, Lund et
al. (1993) showed that an increase in surface tension reduces
mean drop size, while an increase in viscosity leads to a slight
increase in SMD. Lund et al. then developed a simple analytical
model based on liquid and gas continuity, liquid and gas mo-
mentum conservation, annular flow at the nozzle exit (supported
by their high speed photographs), and Weber’s (1931) model
for ligament breakup in order to explain the observed mean
drop size versus surface tension and viscosity behavior.

A companion paper by Lund and Sojka (1994 ) discusses the
spatial structure of low mass flowrate effervescent atomizer
produced sprays. These authors indicate that the increase in
mean drop size with an increase in distance from the spray
centerline results from a droplet size dependent competition
between inertia and drag, which allows the larger drops to pene-
trate farther in the radial direction. They also show that the
increase in mean drop size with axial distance from the nozzle
is due to turbulent mixing within the spray cone.

Finally, Lee and Sojka (1993) report a marked decrease in
nozzle performance for viscoelastic liquids. They concluded
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diameter of ligaments formed there. The decrease in number averaged velocity results
from a decrease in jet momentum rate. A model developed to explain the atomization
process indicates that the gas flow is choked at higher GLR’s.

that fluid relaxation time is the rheological parameter that con-
trols mean drop size.

Each of the previous studies was concerned with nozzle per-
formance when using air as the atomizing gas. While air would
be the most common choice, there are applications where an
atomizing gas other than air is desirable. An obvious example
is a combustor where dual fuel operation is required; a relatively
heavy oil would be the primary fuel and methane the atomizing
gas and pilot fuel. A less obvious example is the two-phase jet
that exits a ruptured oil well, with the Kuwait fires being a case
in point. Here, crude oil and gases (usually some mixture of
methane, ethane and propane) exit the well head in a two-
phase stream and burn when ignited. Because of the size of an
operating well head, such fires are impossible to reproduce in
the laboratory and difficult to investigate in the field. Fortu-
nately, a sub-scale model of an oil well fire can be constructed
using a low mass flowrate effervescent atomizer with a crude
oil feed rate of 0.5 g/s providing a manageable firing rate of
about 30 kW (Dutta et al., 1994),

Shifting from air to methane as the atomizing gas may influ-
ence mean drop size in the dual fuel combustor case and there-
fore impact combustion efficiency, pollutant formation, radia-
tion heat transfer to the walls, and soot formation through varia-
tions in evaporation rate. In addition, when natural gas is used
to atomize the oil, there will be variations in chemical composi-
tion that may lead to unacceptable swings in combustor perfor-
mance if the molecular weight of the atomizing gas has a strong
effect on nozzle performance. The composition of gas exiting
an uncapped crude oil well head will vary from well to well so
the influence of atomizing gas molecular weight on mean drop
size is of interest to those simulating oil well fires.

These two applications motivated the present study into the
influence of atomizing gas molecular weight on effervescent
atomizer performance. These applications also motivated the
choice of crude oil as the liquid to be sprayed and the low mass
flowrates (0.5 g/s and below).

The following sections present the results of this study in
terms of (i) Sauter mean diameter (SMD) and Rosin-Rammler
distribution parameter (g) versus atomizing gas molecular
weight (MW) at varying levels of gas-to-liquid ratio by mass
(GLR) all for a single crude oil mass flowrate, and (ii ) number
averaged drop velocity versus atomizing gas molecular weight,
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again for a single crude oil mass flowrate. The experimental
data are then compared to predictions provided by a model
based on the one developed by Lund et al. (1993) in order
to explain why a change in gas molecular weight influences
effervescent atomizer performance at low GLR’s.

Experimental Apparatus

The effervescent atomizer and liquid supply system of Lund
et al. (1993) were used throughout this study. A schematic of
the nozzle is provided in Fig. 1.

Alberta Sweet crude oil was chosen as the liquid to be sprayed
because of its obvious application to oil well fires and because
it is representative of residual fuel oils that might be burned in
a dual fuel application. Alberta Sweet crude oil has a viscosity
of 0.005 kg/m-s (5 cP), a surface tension of approximately
0.03 N/m (30 dynes/cm), and a density of 816 kg/m?.

Atomizing gas was supplied using the system shown in Fig.
2. It consists of a pair of high pressure gas cylinders that supply
helium and carbon-dioxide to a cylindrical stainless steel mixing
chamber, with rotameters and metering valves included in each
gas line to independently control the mass flowrates. The gas
mixture was then routed to the injector’s atomizing gas port.

Gas mixture molecular weights were varied between 8, half
that of methane, and 44, that of propane, to span the range of
possible (i) well head fire gas components and (ii) gas-phase
fuels typical of combustion systems. Real gas effects were deter-
mined to be negligible by showing that the He and CO, com-
pressibility factors were within 3% of unity for all conditions
considered here.

A Malvern 2600 particle size analyzer was used to obtain
line-of-sight number density based drop size data while an Aero-
metrics Phase/Doppler Particle Analyzer (P/DPA) was used
to collect complementary flux based drop size data and velocity
distributions. The Malvern was employed because it facilitates
rapid collection of nozzle performance data. Malvern results
can, however, suffer from inaccuracies due to droplet size-ve-
locity correlations. For that reason P/DPA data were also col-
lected since results obtained using this instrument are not subject
to drop size-velocity correlation related limitations.

All Malvern data were obtained using a 300 mm focal length
lens and reduced by fitting the scattered light profile to a Rosin-
Rammler drop size distribution. Results are reported as Sauter
mean diameter and the Rosin-Rammler distribution parameter.

The P/DPA was fitted with a 495 mm transmitting lens and a
300 mm collimating lens and operated in the 30 degree forward

TO
ATOMIZER

PRESSURE
GAGE

MIXING
CHAMBER

METERING
VALVES

ROTAMETERS

Co, He

Fig. 2 Gas supply system

scattering mode. This permitted measurement of drop diameters
between 3.34 and 117 microns and axial velocities between 0
and 25 m/s. Validation rates were consistently above 90 percent.
All P/DPA data are reported as either SMD or number averaged
drop velocity.

Both P/DPA and Malvern data were collected on the spray
axis at a point 150 mm downstream of the nozzle exit orifice.
All data were acquired at room temperature, which was nearly
constant at 293 K (68 F).

Results

Representative results are shown in Figs. 3 through 6. Figures
3 and 4 present Malvern measured SMD and ¢ versus molecular
weight for GLR’s ranging from 0.05 to 0.50. The crude oil
mass flowrate is 0.5 g/s in all cases; GLR was therefore varied
by adjusting the atomizing gas mass flowrate. Error bars are
not included on these figures because they would be smaller
than the symbols: the standard deviation relative to the mean
is less than 4.0 percent for all the SMD data and less than 4.5
percent for all the g data.

The data demonstrate that mean drop size increases slightly
with atomizing gas molecular weight for GLR’s of 0.15 and

Nomenclature

C = a constant in the gas-phase mo-
mentum equation
Cy; = interfacial friction coefficient, di-
mensionless
d = diameter, m
GLR = gas-to-liquid ratio by mass, di-
mensionless
m = mass flowrate, kg/s
MW = atomizing gas molecular weight,
kg/kg-mole

p = pressure, Pa

mensionless

Journal of Fluids Engineering

R, = universal gas constant, J/kgmole-K
sr = gas-liquid velocity slip ratio, di-

T = temperature, K

« = void fraction, dimensionless
1 = viscosity, kg/m-s

p = density, kg/m>

o = surface tension, kg/s?

Subscripts
g = gas
= liquid

L = ligament
o = nozzle exit orifice
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below. However, the influence of atomizing gas molecular
weight in insignificant for GLR’s above 0.15. In addition, the
width of the drop size distribution decreases slightly as molecu-
lar weight goes up. Finally, there is no systematic influence of
GLR on the relationship between g and molecular weight.

The observation that mean drop size increases slightly with
atomizing gas molecular weight at low GLR’s is supported by
the GLR = 0.05 and 0.15 P/DPA measured mean drop size
data presented in Fig. 5. This figure also indicates that the
influence of molecular weight on SMD is insignificant for
GLR’s above 0.15. Error bars are not included in Fig. 5 since
the standard deviation relative to the mean for this data is always
less than 4.0 percent and the error bars are therefore smaller
than the symbols.

The disparity between Malvern and P/DPA measured SMD’s
is due to the two different methods used to sample the drops:
the Malvern provides a number density based measurement and
does not account for drop size-velocity correlations, whereas
the P/DPA provides a flux based measurement and returns data
that are therefore insensitive to drop size-velocity correlations.

Figure 6 shows that number averaged drop velocity decreases
slightly with an increase in atomizing gas molecular weight
and increases substantially with an increase in GLR. The latter
behavior was also observed by Lund and Sojka (1994) when
using air as the atomizing gas. Error bars are not included in
Fig. 6 since the standard deviation relative to the mean is less
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than 1.6 percent in all cases and the error bars are therefore
smaller than the symbols.

Figure 7 provides a qualitative illustration of how changes
in atomizing gas molecular weight shift spray mass between
various size classes. The data are for a GLR of 0.15, however
the behavior is indicative of all GLR’s investigated. As can be
seen, the width of the drop size distribution remains nearly
unchanged, but mass is continually shifted from the larger drop
categories to the smaller ones as atomizing gas molecular weight
is reduced.
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Analysis

The mean drop size and velocity behavior illustrated in Figs.
3, 5, and 6 is analyzed using a modified version of the model
developed by Lund et al. (1993). The Lund et al. model as-
sumes that each ligament formed at the nozzle exit orifice be-
haves as a liquid jet with its fluid mechanic instabilities de-
scribed by Weber’s (1931) analysis. As such, the length of a
ligament is assumed to correspond to the wavelength of the
fastest growing disturbance

Mot = ﬁwd,(l b2

1/2
VPIUdl)

with each cylindrical ligament eventually forming a single
spherical drop. Conservation of mass yields the following ex-
pression for the drop Sauter mean diameter

SMD = B\/Emiz<1 P/

/27173
VPlUd1> ]

The ligament diameter, d;, is found by first applying gas and
liquid continuity to the annular flow at the nozzle exit orifice
to determine the thickness of the liquid film there, then assuming
that an integer number of ligaments exist in that film, and finally
applying liquid continuity again to determine the ligament diam-
cter.

Two key changes were made to Lund et al.’s original analysis.
The first change was to include the effect of compressibility in
the atomizing gas governing equations and was motivated by
the fact that the gas phase Mach numbers exceeded 0.38 for all
GLR’s considered in this study. Lund et al. treated their gas
phase as incompressible since their lower GLR’s resulted in
Mach numbers that were much lower than the ones considered
here.

Gas phase compressibility was incorporated through a one-
dimensional momentum equation

(1)

(2)

4p + V,dV, =0 3)
Pg
which was coupled with the ideal gas equation of state
- felel @)
MW

While it is true that the gas flow at the nozzle exit is not inviscid,
inviscid flow was assumed as a first approximation when
applying the gas phase momentum equation with the interaction
between the two phases at the interface included through the
slip ratio expression. Viscous calculations including turbulence
are much more complicated and may require constants for which
values are not available. Hence, the model has been kept simple
to suit the availability of input information.

The limiting thermodynamic paths, viz. adiabatic and isother-
mal expansion through the nozzle, were both considered. A
comparison of predicted and measured drop sizes showed that
the gas phase followed a thermodynamic path much closer to
isothermal expansion than adiabatic. This is attributed to the
intimate contact between the gas and liquid phases, which re-
sults in the liquid phase acting as a thermal reservoir for the gas.
Substituting Eq. (4) into Eq. (3), making use of the isothermal
assumption, and integrating yields Eq. (5)

2
RT, (RTY Ve (5)
mw o\ Mw

where C is a constant.
The second change to Lund et al.’s model was to modify the
slip ratio correlation originally proposed by Ishii (1977}

Journal of Fluids Engineering

st = \/E —L (6)
P Vl + 75(1 - a)

to account for the influence of mass flow rate on velocity slip.
This traditional formula has been derived based on a one-dimen-
sional drift flux model of two-phase fully developed annular
flow in pipes. Ishii’s correlation was chosen by Lund et al. after
their photographs of the region immediately upstream of the
nozzle exit showed the presence of annular two-phase flow. The
following paragraph provides justification for this change.

The parameter 75 in Eq. (6) was originally introduced in a
correlation developed by Wallis (1969) for the interfacial fric-
tion factor

Cri = 0.005[1 + 75(1 — )] @)

Equation (7) was then used by Ishii when deriving his slip ratio
expression for fully developed annular flow in pipes. In arriving
at the value of 75, Wallis noted that the friction factor is a
function of mass flow rate and that the slope of the C;; versus
(1 — @) curve increases as the liquid mass flow rate increases.
However, no quantitative information was provided relating that
slope to the liquid mass flowrate. Consequently, the value of
75 was scaled for the mass flowrates considered in this study.

The mass flow rate scaling was accomplished by matching
predictions of mean drop size based on the model described
here to the experimental SMD data of Lund et al. while varying
the parameter 75. Mean drop size was calculated using Eqn.
(2), which requires the measured liquid density, surface tension
and viscosity, and the ligament diameter. The ligament diameter
was determined via the approach discussed after Eq. (2); this
calculation requires the gas core diameter. The gas core diame-
ter was determined from

(8)

The void fraction is in turn related to the slip ratio, the (known)
gas-to-liquid ratio, and the gas and liquid densities (Todreas
and Kazimi, 1989)

1

ST Pe
GLRp1

(9

If Eq. (5) is rewritten in terms of the known gas mass flow
rate, the void fraction, and the gas density

R,T R.T 22
(L) e o0 (10)
MW MW < 7r 2)

2 ngd,,

Equations (6), (9), and (10) contain only three unknowns:
o, pg, and sr. They were solved iteratively using Newton’s
method.

Solution of Egs. (6), (9), and (10) using the parameter value
of 75 exhibited best agreement when compared to Lund et al.’s
0.8 g/s SMD data. Comparison of model predictions to data
taken at 1.0 and 1.2 g/s indicated that the parameter value
should be increased to 340 and 640, respectively. Note that an
increase in the parameter value ¢ with mass flow rate is consis-
tent with Wallis’ suggestion that the slope of the Cy; versus
(1 — @) curve should increase with #.

The approach for determining sr employed in this study
yields acceptable agreement between experimental results and
model predictions. However, a superior approach would be to
independently determine the parameter ¢. This may be the sub-
ject of a future study.
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Figure 8 illustrates the level of agreement between the experi-
mentally obtained data of Lund et al. and model predictions
that result from adjusting the Ishii parameter for the various
mass flow rates. Error bars have not been included since the
standard deviation relative to the mean is less than 5.6 percent
with the result that the symbols are larger than the error bars
in all cases.

The parameter values used to obtain the predictions presented
in Fig. 8 were then extrapolated to the 0.5 g/s crude oil data
collected during this study using a power law approach. A value
of 10 was obtained. A comparison of model predictions (using
the value of 10) to the P/DPA data of Fig. 5 is presented in
Fig. 9. It is limited to a GL.R of 0.05 since the model indicates
the gas flow chokes at higher values and sonic or supersonic
flow cannot be treated by the current analysis. As Fig. 9 shows,
qualitative agreement is achieved, with an increase in atomizing
gas molecular weight leading to a small increase in mean drop
size at this low GLR. The model indicates that this behavior
results from a five step process: (i) an increase in atomizing
gas molecular weight increases the gas density; (ii) the increase
in gas density in turn decreases the diameter of the gas core at
the nozzle exit; (iii) the decrease in the diameter of the gas core
increases the thickness of the liquid annulus; (iv) the increase in

754 / Vol. 120, DECEMBER 1998

the thickness of the liquid annulus produces larger diameter
ligaments at the nozzle exit; and (v) these larger diameter liga-
ments lead directly to larger drops (as shown in Figs. 3 and 5).

The model also indicates why Fig. 6 shows a decrease in
number averaged drop velocity upon an increase in atomizing
gas molecular weight: raising the atomizing gas molecular
weight reduces the velocity slip ratio. The decrease in velocity
slip ratio leads to lower momentum rates at the nozzle exit, and
therefore lower droplet velocities.

Summary

An increase in atomizing gas molecular weight is shown to
have a slightly adverse effect on the performance of a low mass
flowrate effervescent atomizer at low gas-to-liquid ratios (GLR
= 0.15) by raising the mean drop size, but to have an insignifi-
cant effect at higher GLR’s. A comparison of experimental data
with predictions based on a modified version of the model of
Lund et al. (1993) indicates that the increase in mean drop size
results from a thickening of the liquid annulus as atomizing gas
molecular weight is increased. Increasing the thickness of the
liquid annulus leads directly to larger diameter ligaments at the
nozzle exit and, hence, larger drops. An increase in atomizing
gas molecular weight also decreases drop velocity. The model
indicates that the observed decrease in drop velocity is due to
a reduction in jet momentum rate at the nozzle exit. Finally,
the model indicates the gas flow chokes for gas-liquid ratios
much over 0.08.
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Although there has been an increasing interest in experimental research investigating

time-dependent fluid phenomena, accepted methods for assessing and reporting mea-
surement uncertainty, i.e., those contained in ANSI/ASME PTC 19.1-1998, do not
consider issues pertaining specifically to the assessment of uncertainty in transient
measurements. Complementing the author’s previous work which presented a method
Jor assessing the random component of uncertainty in transient measurements, this
paper presents a method for assessing the systematic component of uncertainty in
transient measurements. .

Introduction

Recently, Maciejewski (1996) proposed a method for as-
sessing the random component of uncertainty in transient mea-
surements. However, application of this method presupposes
that one has direct access to a time series of data which repre-
sents the desired measured variable. In practice, however, the
desired measured variable, i.e., the unobserved input to one’s
measurement system, is not directly observed: It must be con-
structed from the observed output from one’s measurement sys-
tem in a manner that accounts for the dynamics of the system.
The aims of the present study are to provide a method for
estimating a time series for the unobserved input to a measure-
ment system and to provide a method for assigning a value for
the systematic component of uncertainty to each member of
this time series.

If the time response of the measurement system is sufficiently
small compared to the time variation of the measured variable,
then the measured variable and the output from the measure-
ment system will be directly related through the static calibra-
tion of the measurement system. In this case, one can construct
an observed time series for the measured variable corresponding
to the measured time series for the output of the measurement
system without regard to the dynamic characteristics of the
measurement system, i.e., the systematic component of uncer-
tainty in the observed time series can be assessed directly by
the methods given in ANSI/ASME PTC 19.1-1998 (in press).
However, if the time response of the measurement system is
not sufficiently small compared to the time variation of the
measured variable, then the output from the measurement sys-
tem will be related to the measured variable via the dynamic
characteristics of the measurement system. In this case, one
must construct an observed time series for the measured variable
corresponding to the measured time series for the output of the
measurement system while accounting for the dynamic charac-
teristics of the measurement system.

Although the investigation of time-dependent phenomena is
not new, apparently the treatment of measurement uncertainty
in these phenomena is relatively new. Neither the current Amer-
ican National Standard for Measurement Uncertainty, ANSI/
ASME PTC 19.1-1998 (in press), nor the International Organi-
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zation for Standardization’s Guide to the Expression of Uncer-
tainty in Measurement (1993), nor the National Institute of
Standards and Technology’s Guidelines for Evaluating and Ex-
pressing the Uncertainty of NIST Measurement Results (Taylor
and Kuyatt, 1994) give any mention to issues pertaining spe-
cifically to the assessment of uncertainty in transient measure-
ments. The studies on measurement uncertainty presented by
Kline and McClintock (1953), Moffat (1982, 1988) and many
others also do not address issues pertaining specifically to the
assessment of uncertainty in transient measurements. Alwang
(1991) describes many of the issues pertaining specifically to
the assessment of uncertainty in transient measurements, but
he does not advance any comprehensive method for assessing
uncertainty in transient measurements. The study of Maciejew-
ski (1996), which provides a method for assessing the random
component of uncertainty in transient measurements, comple-
ments the present study which provides a method for assessing
the systematic component of uncertainty in transient measure-
ments. The development of methods for assessing uncertainty
in transient measurements should be of particular interest to
researchers in fluids engineering, since the Journal of Fluids
Engineering’s ‘‘Policy on Reporting Uncertainties in Experi-
mental Measurements and Results’” (1991) requires that papers
published in the Journal of Fluids Engineering present assess-
ments of uncertainty in experimental results.

The treatment of systematic uncertainty in transient measure-
ments presented in this paper will be restricted to measurement
systems that can be adequately modeled as time-invariant, i.e.,
to measurement systems with no drift in calibration. The analy-
sis will also be restricted to measurement systems whose output
is digitally sampled, e.g., by means of an A/D converter, at
discrete times, Figure 1 presents a schematic of a typical mea-
surement system. Figure 2 presents an example of the continu-
ous output, R(¢), from a first-order, linear, time-invariant mea-
surement system with static gain « = 2 and time constant 7 =
0.25 when the continuous input is given by Q(?).

Systematic Uncertainty in Transient Measurements.

A differential equation which models the behavior of a mea-
surement system establishes a relation between the observed
output from that measurement system, R(?), and the unobserved
input, Q(¢). For example, suppose a measurement system is
linear and time-invariant such that its dynamic response can be
modeled as a linear, second-order, ordinary differential equation
with constant coefficients as follows:
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Fig. 1 Schematic of a typical measurement system

Q1) = aoR(2) + aidR(t)/dt + a,d*R(t)/dt? (1)

where Q(¢) is the continuous input to the measurement system
and R(t) is the continuous output from the measurement system.
In principle, if the model coefficients, ao, a1, and a,, have been
determined by means of some appropriate calibration procedure,
and if the output from the measurement system, R(?), is ob-
served, then the unknown input to the measurement system,
Q(1t), could be constructed from Eq. (1). Presumably, Eq. (1)
could also be used as a basis for constructing an estimate of
the systematic uncertainty in Q(z).

In practice, one often observes a discretely sampled record
of the output from a measurement system, %,, a record which
includes the influence of systematic error sources. In this case,
one can infer a time series for the input to the measurement
system, Q,, from a time series constructed to represent the out-
put from the measurement system, R, and the parameters which
characterize the dynamic response of the measurement system,
a; . For example, a discrete time approximation to Eq. (1) might
be written as follows:

Q, = aoR, + a;ARJ At + @A R,/ AL? (2)

where
AR, = (Ryyy — R-1)/2
AZR: =Ry — 2R + Rt—l

and At is the difference in time between consecutive members
in one’s representation of the output time series, R,. [ The form
of the discrete approximation to the continuous model for the
dynamics of the measurement system is selected at the discre-
tion of the analyst. The particular central difference scheme
presented in Eq. (2) is merely an example.] Given suitable
estimates for the coefficients that appear in Eq. (2), and given
that the sampling rate for the output time series is adequate to
represent R(t), the unobserved input to the measurement sys-
tem, Q,, can be constructed directly from Eq. (2). Furthermore,

Nomenclature

by means of Eq. (2), one can treat (J,, which is not directly
measured, as if it were simply a result that is calculated from
a set of variables for which estimates have been made and for
which uncertainties have been evaluated. From this perspective,
@, can be estimated from the Eq. (2), and the uncertainty in Q,
can be estimated by the conventional methods given in ANSI/
ASME PTC 19.1-1998 (in press) for determining the uncer-
tainty in an experimental result. Accordingly, the systematic
uncertainty in the unobserved input to the measurement system,
Ug:, can be estimated as follows:

2 i
UQ: = [2 (6aani)2 + 2 {(9Rz+jURz+j)2

i=0 j=—1

1
+ 2 Orer jOresifitUris iU (1 — 831) }

k=—1

+ (02U (3)

where
0.0 = 8Q./8ay = R,

0, = 8Q,/8a, = AR At
8.2 = 0Q,/da; = A*R/AF?

Op—1 = OQ,/OR,_| = —a)/2At + a,/ At?

Or = OQJOR, = ag — 2a,/ AL
Operr = OQOR,1 = a1/2A8 + ay/ AP
O, = 8Q,/OAL = —a, AR AL — 20,A*R AP

and Uy, Ugpj, Uger. and U, are estimates of the systematic
component of uncertainty in the i coefficient, g, , the systematic
components of uncertainty in the (£ + 7)™ and (¢ + k)" members
of the output time series, R,., and R,.,, and the systematic
component of uncertainty in the time step, Af, respectively.
Adapting the work of Brown et al. (1996) to the present context,
the terms involving the correlation coefficients between Ug,, ;
and Ug. (i.e., the p;;) account for correlations among the sys-
tematic uncertainties in successive members of R,. In the expres-
sion for Uy, given in Eq. (3), the uncertainty in (, is a function
of time, since the values of R, ; and R,,, vary with time.

More generally, if the discrete time input to a measurement
system is related to the discrete time output from the measure-
ment system by a relation of the following form:

O =f(R-y, ..., Ry ... Sa)  (4)

then the uncertainty in Q,, Uy,, can be estimated as follows:

1 5
UQt = [Z (euani)z + 2 {(0Rr+jURt+j)2
i=0 j=—J
5 !
+ X Ores OrericPitUresiUrear (1 ~ 83 )

k=

s Riyss a0, ay,

+ (0aUs)*1'"? (5)

a; = coefficient in dynamic equation
for measurement system

f> = cutoff frequency associated with ¢t = time

R, = discrete representation of R(t) con-
structed from %,

;. = Kronecker delta: 6, = 1if j = k;
6y = 0 otherwise
€(t) = random error input to measure-

R(t) U = systematic uncertainty
Q(t) = continuous input to measurement X, = time series introduced to construct
system R, from &,
Q, = discrete representation of Q(¢) Y, = time series introduced to construct
R(t) = continuous output from measure- R, from %,
ment system Z, = time series introduced to construct
2, = discrete time series sampled from R, from %,

R(?)
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K = static gain

¢ = time between successive observa-
tions in a sample

® = time period for entire sample

0 = sensitivity

p = correlation coefficient

T = time constant
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where

ea,‘ = (9f/5a,
Oy = Of IOR:;
O, = 8f10A

and p;, is the correlation coefficient between Ug..; and Ug.s.
Both @, and Uy, are functions of time, since R, is a function of
time. Unlike the treatment of systematic uncertainty in steady-
state measurements, the systematic component of uncertainty
in transient measurements can only be assessed after one ac-
quires his/her data. The functional relation, f, need not be linear
in R,.

Specification of Sampling Rate and Reconstruction of
Measurement System Output

The construction of an estimate of the unobserved input to a
measurement system from the observed output of that measure-
ment system can be conceived as a two step process. In the first
step, one must sample the output from the measurement system
at a rate that is adequate for representing R(¢t). For band-limited
functions or truncated segments of band-limited functions, the
maximum time interval between samples that produces data that
is adequate for representing R(¢) is determined by the Nyquist
frequency, i.e., Pmax = 1/2f,. The time series sampled from the
output of the measurement system will be designated %,. In the
second step, one must evaluate R(¢) at points in time suitable
for the purposes of estimating Q, and Uy,. The points in time
at which one evaluates R(#) for the purposes of estimating Q,
and Uy, are not constrained by the rate at which one samples
R(t). The time series consisting of the points at which one
evaluates R(¢) for the purpose of estimating @, and Uy, will be
designated R,.

In practical terms, one can treat the output from a measure-
ment system as a truncated segment of a band-limited function.
From this perspective, however, the output from that measure-
ment system is conceived as being discontinuous at the begin-
ning and at the end of the data record. These discontinuities
create difficulties in reconstructing R(#) from the sampled data
by means of convolution with a conventional interpolating func-
tion, i.e., 2f, SINC (2f,t). These difficulties can be avoided by
processing the sampled data as follows:

(1) If &, is the value of the first observation in the data
record corresponding to time ¢ = 0 and %y is the value
of the last observation in the data record corresponding
to time ¢ = ®, then construct a new time series, X,
whose members are given as follows:

X, =R — {(DBy — Ro)
X sin [(7w/2)(¢/®)] + Ro}  (6)

where %; and X; are the j™ observations in %, and X,,
respectively. These observations correspond to time ¢
= j¢, where ¢ is the time interval between successive
observations in the sample.

(2) Attach the negative reflection of X, to the beginning of
X, to construct a new time series ;. )

(3) Concatenate a series of replications of ¥, to the begin-
ning and to the end of Y, to create a strictly periodic
time series Z,.

(4) One can now evaluate a convolution integral of Z, with

a conventional interpolating function to evaluate Z(¢).
This convolution integral can be expressed as the fol-
lowing serial product:

CZ(t) = X 2f, SINC [2f(t — j§)1Z;d  (T)

j=—o

Journal of Fluids Engineering

(5) On the interval of time between ¢t = 0 and 7 = ®, R(¢)
can now be evaluated as follows:

R(t) = Z(t) + {(%n — Ro)

X sin [(7/2)(¢/D)] + Ro}  (8)

One can use Eq. (8) to construct the time series R,, which can
then be used for the purpose of estimating Q, using a model of
the form given in Eq. (4). The systematic uncertainty in the
values of the constructed time series R,, Ug,, required for the
purpose of estimating Uy, using Eq. (5), may be taken to be
equivalent to the systematic uncertainty in the observations of
the sampled time series %, Ug,. For further elaboration on this
point, see Bracewell (1986).

An Example

Suppose one plans to use a measurement system which can
be modeled as a first-order, linear, time-invariant measurement
system characterized as follows:

TdR(t)/dt + R(t) = kQ(t) ¢

where « is its static gain and 7 is its time constant, (A model
of this form might be appropriate for a thermocouple probe that
one plans to use to measure transient temperature variations in
a convective environment in which the heat transfer coefficient
between the thermocouple probe and the surrounding fluid is
constant.) This model governing the behavior of the measure-
ment system can be approximated in discrete time as follows:

T(R, — Ry ) At + R, = kQ, (10)

Since the primary aim of the analysis is to use a representation
of the measurement output from the measurement system, R,,
in order to construct an estimate of the unobserved input to the
measurement system, (,, one can use Eq. (10) to express @,
in terms of «, 7, At, R, and R,_, as follows:

O, = Uk[T(R, — R-)/At + R/] 11
The uncertainty in Q, can be estimated as follows:
Ug = [(8U)* + (8:U)* + (BaUnr)® + (BUr,)?
+ (Or1Un-1)? + 20p0r1ppime-1UreUpe— 1'% (12)
where

6. = 80,/0k = —1/K*[T(R, — R..\)/ At + R,]
0, = 00,/01 = 1/k[(R, — R_))/At]

00,/ 0At = —1/A*[T(R, — R-1)/«]

Or = 00Q,/0R, = /k[T/At + 1]

Or—1 = 0Q,/OR,., = 1/x[—T/Ar]

eAt

I

and ppg—1 18 the correlation between Uy, and Upg,..,. In this
expression, it is clear that the uncertainty in O, is a function of
time, since the values of R, and R,_, vary with time.

For example, suppose the true input to the measurement sys-
tem in question is given by the function Q(t) represented in
Fig. 2, and the true output from the measurement system is
given by the function R(#) also represented in Fig. 2. Further-
more, suppose R(¢) is sampled over the time interval between
t = 0and ¢ = § at a rate at or above that determined by its
Nyquist frequency, and the time series R, is constructed from the
sampled time series %, using Eqgs. (6) - (8). Assume calibration
results for the measurement system in question establish k = 2
+ 0.2 at 95% confidence and 7 = 0.25 * 0.025 at 95% confi-
dence. Finally, suppose the systematic uncertainty in Ar is
0.001, the systematic uncertainty in R, (and R,,) is 0.001, and
the correlation between the systematic uncertainties in R, and
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Fig. 2 Measurement system response, R(t), to a time-dependent vari-
able, Q(t)

R,_, is 1. Employing this information in combination with the
proposed methods for assessing the input time series [Eq. (11)]
and its systematic uncertainty [Eq. (12)], Fig. 3 represents the
construction of an estimate for an unobserved input discrete
time series, Q; (indicated by the plotted symbols), as well as
the construction of an estimate for its systematic uncertainty,
Uy, (indicated by the corresponding error bounds).

Criteria for Neglecting to Compensate for Measure-
ment System Dynamics

As indicated earlier, there may be circumstances in which
it may not be necessary to account for the dynamics of the
measurement system when estimating the measured variable
and the systematic uncertainty in the measured variable, pro-
vided that the time response of the measurement system is
sufficiently small compared to the time variation of the mea-
sured variable. If, with respect to the time variation of the
measured variable, the model for the dynamic response of the
measurement system, f, is adequately approximated by a static
calibration, g, i.e.:

Q’ zf(Rt"J’ trr Rl’ v 9Rt+JJ; Qo, Ay, - -
~ g(R;; bo, by, ..., br)

then one can justify using the simpler relation, g, in place of

Soa) (13)

1 0 | T T T T I T T T T I T T 1 T I T
X o ]
08+ . .
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0.6 o &
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02 ]1]_ 4 E
= ]
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Fig. 3 Estimates of the desired measured variable, Q;, and its uncer-
tainty, Uq,
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the more involved relation, f, provided that the differences in
estimates of Q, employing f and g are a small fraction of the
overall uncertainty in Q,. As an illustration, if 7 = 0.00025 for
the measurement system described in the example given in the
preceding section, then the model Q, = R/« is within =0.00016
of the dynamic model for Q, given in Eq. (11). Since the
systematic uncertainty in Q, is greater than =0.00114 in this
case, one can justify the use of the simpler model.

Discussion

The assessment of systematic uncertainty in transient mea-
surements is equivalent to the assessment of the accuracy with
which one is able to construct an estimate of the unobserved
input to a measurement system, in the absence of sources of
random vncertainty in the measurement process, from the ob-
served output from that measurement system while accounting
for the dynamics of the measurement system. The proposed
method for estimating the values of the unobserved measured
variable and for assessing the systematic uncertainty in these
values can be summarized in the following series of steps. First,
one should construct a difference equation for the output from
the measurement system which will adequately approximate the
dynamic behavior of the measurement system. Parameters
which appear in the difference equation for the output from the
measurement system ought to be estimated by means of a suit-
able set of calibration experiments. Second, one should sample
the output from the measurement system at a rate which permits
an adequate representation of R(¢). For a truncated segment of
a band-limited function sampled at a rate at or above the Nyquist
frequency, R(¢) can be reconstructed by means of Egs. (6)—
(8). Third, in order to interpret the output from the measure-
ment system, one should construct a time series for the desired
measured variable,.Q,, employing a discrete time series repre-
senting the output from the measurement system, R,, in combi-
nation with the difference equation for the measurement system
[see Eq. (4)]. Finally, one should estimate the systematic un-
certainty in the desired measured variable by conventional
methods for assessing uncertainty in an experimental result. To
this end, one should employ the difference equation for the
measurement system used to estimate the time series for the
desired measured variable in order to determine the sensitivity
of the desired measured variable to (i) the uncertainty in each
of the parameters used to characterize the measurement system,
(ii) the uncertainty in the output from the measurement system,
and (iii) the uncertainty in the difference in time between mem-
bers of the output time series [see Eq. (5)].

Detailed issues pertaining to the calibration of instruments
for the purpose of measuring time-dependent variables are be-
yond the scope of the present paper. However, in order to assess
the systematic uncertainty in transient measurement by the
methods proposed above, one must have an adequate model for
the dynamic behavior of the measurement system and a means
to evaluate both the parameters and the uncertainty in the param-
eters associated with the model. For example, the specification
of a first-order, linear, time-invariant measurement system
would require an estimate of its static gain, its time constant,
and the uncertainty in these parameters. Furthermore, in this
case, one should also present some evidence confirming that a
first-order, linear, time-invariant model is appropriate for the
measurement system. Issues of calibration are closely related
to the issues of system identification of dynamic systems as
treated in the literature of control theory. An introduction to
system identification of dynamic systems from the perspective
of digital control theory is presented by Franklin and Powell
(1980).

It must be emphasized that the proposed method will provide
adequate estimates of a time series for the desired measured
variable and its systematic uncertainty only if the output from
the measurement system is sampled at a rate which permits an
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adequate representation of the measurement system’s response
to the anticipated time characteristics of the desired measured
variable. One should always perform a pretest analysis in which
one attempts to reconstruct a known function for the input to
the measurement system, whose time characteristics are repre-
sentative of the input signal that may be encountered during the
actual measurement process, via the difference equation for the
measurement system used to estimate the time series for the
desired measured variable.

Once one has constructed a time series for the desired mea-
sured variable, (,, then one is in a position to assess the random
component of uncertainty in Q, employing the methods pre-
sented in Maciejewski (1996). The total uncertainty in Q, is
then the root-sum-square combination of the systematic compo-
nent of uncertainty, assessed by the methods presented in this
paper, and the random component of uncertainty, assessed by
the methods presented in Maciejewski (1996).

The proposed method for assessing systematic uncertainty in
transient measurements represents a synthesis of ideas either
adopted or adapted from the following areas of inquiry: (i) the
identification and modeling of the behavior of dynamic systems,
(ii) the propagation of uncertainty to an experimental result,
(iii) the specification of sampling rate and the processing of
sampled data, and (iv) the calibration of measurement systems.
Undoubtedly, future developments in each of these areas of
inquiry will contribute to an evolution of methods for assessing
systematic uncertainty in transient measurements. Indeed, the
need to advance a method for the assessment of systematic
uncertainty in transient measurements might well serve to moti-
vate new developments in each of these areas of inquiry.

Conclusion

Given an adequate, discrete-time model for the dynamic char-
acteristics of a measurement system, and given that the output

Journal of Fluids Engineering

from that measurement system is sampled at a rate that is ade-
quate for representing the time characteristics of the measure-
ment system’s response to the unobserved input to the measure-
ment system via this model, one can construct a time series for
the desired measured variable using a model of the form given
in Eq. (4) and an estimate of the systematic uncertainty for
each member of the time series for the desired measured vari-
able using Eq. (§).
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Compressible Flow

The analytical solutions of different flows are meaningful in theory. In addition, they
are very useful to CFD also as the standard solutions to check the numerical solutions

and to develop numerical differencing schemes, grid generation methods and so forth.
However, very few analytical solutions have been known for the compressible flow,
especially the unsteady flow. Some explicit analytical solutions of unsteady compress-
ible flow have been derived since the early nineties and are given in this paper, which
include the 1-D isentropic unsteady flow, 1-D unsteady flow with friction, heat transfer
as well as with shock, and 2-D isentropic unsteady flow.

Introduction

The analytical solutions in fluid mechanics have had very
important meaning. Many analytical solutions of steady incom-
pressible potential flow played a key role in the early develop-
ment of fluid mechanics. However, the governing equations of
unsteady compressible flow are highly nonlinear, hence, it is
very difficult to find out the analytical solution of such flow.
According to the knowledge of the author, no explicit analytical
solution of unsteady compressible flow has been found in the
open literature so far. In order to fill in the gaps in the field of
unsteady compressible fluid mechanics, it is meaningful in the-
ory to find out some analytical solutions.

Moreover, besides theoretical meaning, analytical solutions
can also be applied to check the accuracy, convergence and
effectiveness of various numerical computation methods and
their differencing schemes, grid generation ways and so on. The
analytical solutions are therefore very useful even for the newly
rapidly developing computational fluid dynamics. For example,
several analytical solutions which can simulate the 3-D potential
flow in turbomachine cascades were given by the author (Cai
et al., 1984). These solutions have been used successfully by
some numerical calculation scientists to check their computa-
tional methods and computer codes (Cai et al., 1984; Zhu and
Liu, 1988; Xu et al., 1989; Gong and Cai, 1990; Shen et al.,
1996). Therefore, several analytical solutions of unsteady com-
pressible flow are given in this paper to develop the theory of
unsteady fluid flow and to serve as the standard solutions for
numerical calculations. The derivation procedure in this paper
is not a general or classical mathematical one. Basically it is a
trial and error method with the help of inspiration, experience,
and fortune. A common means to simplify the derivation is
to assume some parameters to be constant before deducing,
sometimes even assuming that the physical dependent variables
are given or constant and then to conversely derive the indepen-
dent variables. In addition, since the main aim is to obtain
explicit solutions of governing equations, the initial and bound-
ary conditions are indeterminate before derivation and deduced
from the solutions afterward. It makes the derivation procedure
easier also. However, for a given analytical solution, its correct-
ness can be proven easily by substituting it into the governing
equations.

Contributed by the Fluids Engineering Division for publication in the JOURNAL
OF FLUIDS ENGINEERING . Manuscript received by the Fluids Engineering Division
June 25, 1997, revised manuscript received December 4, 1997. Associate Techni-
cal Editor: M. S. Cramer.
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Analytical Solutions of 1-D Unsteady Flow Without
Shock

Governing Equations. The governing equations for unidi-
rectional 1-D unsteady flow of prefect gas can be derived as
follows (Shapiro, 1954)

G, ou 0o, 1
o Poax Mox TP A ax

ou au+1§g+\[§fuz=o
p Ox A

o Y ox
:8_p+u§£_k£<ip.+u?£> (1)

(k - 1)/3(6] + \/Iéﬁf)
ot Ox p\ ot Ox

Generally, the functions of friction, heat transfer and area
change f(x,t), g(x, t), and A(x) are given, then the unknown
analytical functions in Eq. (1) are p(x, t), p(x, t) and u(x, t)
which have to satisfy Eq. (1) as well as the following condi-
tions: p > 0,p > 0,4 > 0, u = 0 and f= 0. In addition, the
sonic speed and Mach number can be expressed as:

a = kplp (2)
M = ula (3)

Isentropic Flow Solutions. In this case, f=0and g = 0.
three families of isentropic unsteady flow solutions can be de-
rived with different area changes:

(1) A = const. A solution can be found as follows:
p = const = p,
p = arbitrary p(x — u,t)
(4)

The boundary and initial condition can be obtained by substi-
tuting given values of x and ¢ into Eq. (4). It is the same for
following solutions and will not superfluously dwell again. It
is the simplest solution which represents the constant area, no
friction, no heat transfer, constant velocity and pressure un-
steady flow. The unsteadiness is owing to the fact that the
density of inlet and outlet flow is variable. It can be obtained
from Eq. (4) that dp/dt = 0 and p = p(—u,t) at x = 0. It

u = const = y,
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means that each gas particle travels in the path with constant
density, only the density of gas particles at inlet changes with
time, and all particles go ahead in sequence with their own
density as moving solid particles.

(2) A= C/(C,x + C,). A solution can be found as fol-
lows:

Ii

p = const

p = const
u=2C,(Cox + C)/(2C% + Cy) (5)

It is a simple solution also, only area and velocity are variable
and they offset each other to keep the density and then all
thermodynamic parameters constant. So, it seems to be an in-
compressible solution as the density is constant. However, it
can be treated as a special case of compressible solution with
a finite sonic speed a = Vkp/p = const.

When all constants C; are positive, velocity and area are
positive also, and velocity is a monotonically decreasing posi-
tive function of the time independent variable, ¥ = 0 when ¢ —
oc, The flow of this solution can be a subsonic, supersonic, or
transonic flow depending on the interested time and geometric
region as well as the values of various constants.

(3) A = C(Cox + C,)24DCI*1 A gsolution can be
found as follows:

2ki(k—1) ki(k—1)
» = C.R 2C,(Cox + Cy) 1
S S o Y CakR
(k- 1)C? oo
2C (C x + C2) 2/(k—1) 1 1/(k—-1)
p =G Fa (m)
—_——42|CH+C ¢
[(k - 1)C? ] ‘

— 4 2
u = 2C,(Cox + cz)/{ [(k et 2]th + Cl} (6)

It can be deduced from Egs. (2), (3), and (6) that the con-
stant Cs is actually the Mach number. Therefore, this solution
is a constant Mach number flow. When all constants C; are
positive, the velocity and thermodynamic parameters—pres-
sure, density and sonic speed for x = 0 are monotonically
decreasing positive functions of the time independent variable,
approaching to zero with t — «. However, the total offset effect
keeps the Mach number constant.

It can be seen from the flow area expression that A = const
when Mach number M = 2/(k — 1), and the flow path will be
divergent or convergent when M is less or larger than 2/(k —
1). The flow path will be a linear plane or linear conical diver-
gent tube when M = V2/(k — 1) or M = 2/[{3(k — 1)].

It seems that for subsonic region the exponent in area expres-
sion would be too high and unrealistic. Actually, the gradient
of area change can be small enough by selecting appropriate

values of arbitrary constants C, and C,. For example, if C, ~
107°C,, both total flow area change and its local gradient are
small for M > 0.5 in the region 0 = x =< 1.

Constant Friction Coefficient and Constant Flow Area
Solutions. In this case, A = const and f = const. Let ¢ =
fiym/A = const to simplify the expressions, some analytical
solutions can be derived for different heat transfer functions as
follows:

(4) q = —1/(¢**), the solution can be found as follows:

p = const
p = const
u=1/(¢t) (7

It is a very simple solution also. The pressure and density
keep constant and the velocity is a function of time only. The
physical field at a certain time is a homogeneous field, but the
velocity and cooling amount decrease with time. Because of
the cooling effect and unsteady effect, the velocity along the
flow path with friction and constant pressure can be constant at
a certain time. The Mach number can be supersonic or subsonic
depending on the values of various constants and the interested
time region.

(5) f=0andgq = [k/tk — D)]p,(Ci/CH[(Cix + C3)/
(Cit + €)1/, A solution can be found as follows:

p = const = p,
p = Cs(Cyt + C)CY(Cix + Cy)'*Ca)

u=(Cx+ C)/(Cit + Cy) (8)

The heat transfer of this solution is unsteady also. When all
constants are positive (C, can be excepted), the density and
velocity are larger than zero and the heat transfer is heating,
the Mach number can be subsonic, supersonic or transonic de-
pending on the values of constants and the time and geometric
region interested.

(6) g = —[ki(k = D)]p,[Cape™"(Cape™* + Cy) ')/
[Cs(Cit + C) Ve HEUCDN] — $[(Cie™™ + C\1¢)/(Cyt
+ C,)1°. A solution can be found as follows:

p = const = p,
p = C[(Cit + Cr)e™ #][Cape ™ + €]/ 0™

u=(Cie " + C/P)I(Cit + C,) 9)

Similar to the former solution: the pressure is constant, the
density and velocity are positive in the region # > 0 and x >
0 when all constants are positive (C, can be excepted). The
flow can be subsonic, supersonic, or transonic but the heat
transfer is cooling.

(7) g=—[kitk— 1)Ip,{ Ci¢p* exp(—dx)/Cs-exp[Cat +
bx — Crrexp(dx)/(Cid)]1} — $C3 -exp(—3¢x). A solution
can be found as follows:

Nomenclature

A = flow area
a = sonic speed
C = constant t

R = gas constant

time

¢ = fnlA

Superscript

T = absolute temperature

f = friction coefficient u = velocity component in x direction * = after shock
k = specific heat ratio v = velocity component in y direction .
M = Mach number x = abscissa Subscripts
p = pressure y = coordinate 0,1, 2, 3 ... = different constant
q = heat transfer per unit flow rate p = density f = shock front surface
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r = shock rear surface
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p = const = p,
p = Cyrexp[Cot + ¢x — Crrexp(dpx)/(Cid)]

U= Cy-exp(—¢x) (10)

In this case, pressure is constant and velocity is steady, only
the heat transfer and density are unsteady. Actually, ¢ =
—@ul(k/(k — 1))(p./p) + u*] and the heat transfer is cooling;
in addition, d p/dt = ¢u p. In order to provide a positive velocity
and density, C, and C; have to be larger than zero. If C; = 0,
this solution degenerates into a steady one.

(8) g = ~CyCi/gp-{exp[2/Cid(r + C)] = 1}/{exp
[2VCip (1 + C)1 + 1} {[1/(k = D] + {exp[2/Ci (¢ + C2)]
—~ 1}/{exp[2/Cid(t + C;)] + 1}*}. A solution can be found
as follows:

p=—Cip,x + Cy

p = const = p,

_ \/é.exp[Zm(t + )] -1

- 1
"IN expl2VCib(r + C] + 1 (1

In this case, density is constant, pressure is steady and linear
with geometric coordinate, velocity and heat transfer are un-
steady but independent of geometric coordinate and actually ¢
= ~u[(Cy/(k — 1) + du®]. When C, > 0 and C, > —1, u is
larger than zero; when C; > Cip,x, p is larger than zero. In
addition, the heat transfer in this solution is cooling.

When friction disappears, the solution degenerates into ¢ =
—Cul/(k — 1) and u = C\(t + C,), the expressions of p and
p do not change.

Constant Flow Area and Variable Friction Coefficient So-

lutions. (9) If f =f(t)and g = —Af(t)/ {n[f f()de]*},
a set of solutions can be found as:

p = const

p = const

u= ‘/X/[‘/;ff(t)dt:]

Actually, the solution (4) is a special case of this solution
with £(£) = const. If [ f(£)dt can be integrated to obtain an
explicit expression, then the analytical solution is easy to be
derived.

Therefore, there are infinite solutions in this case.

(10) Let f = ~JAIm(8plBx)puZ, q = [(Opldt) +
u,(8pl8x)1/[(k — 1)p,] — Jm fullJA, then the solution will
be:

(12)

p = arbitrary p(x, t)
p = const = p,

u = const = u, (13)

It is a simple solution also, the density and velocity are con-
stant, only the pressure (as well as the friction coefficient and
heat transfer) is the function of time and location. It can be
deduced from the expression of f that dp/dx has to be not
larger than zero to ensure f = 0. In addition, there are infinite
solutions also in this case and it is easier to obtain analytical
solutions comparing with the former case since only differentia-
tion exists in the expressions, and arbitrary analytical functions
are differentiable in principle.

For example, if p = —pu2{C, exp(~Cy) + GCslx
Cyivm/A, then f = C, exp(—Cy) + C; and ¢
Vrul{ C,C; exp(—Cat)x — ku[C, exp(—Cyt) + C31}/[(k

DAL

762 / Vol. 120, DECEMBER 1998

i+

|

Solutions With Area Change (11) IfA =A(x), f=0
and g = [k/(k — 1)) (pu,/A) - (dAldx)/ { Cy-exp[Cix/u, —
In A(x) — Cit]}, a set of solutions will be found as follows:

p = const = p,
p = Cyexp[Cix/u, — In A(x) — Cyt]

u = const = u, (14)

The constant C; in this solution has to be larger than zero to
ensure p > 0. The heat transfer is cooling or heating when the
area change is convergent or divergent. The expression of heat
transfer can be simplified as g = [k/(k — 1)]- (p,u,/pA)+ (dA/
dx).

(12) IfA =[Cyexp(—Vn/Cy x) +VC /], f={C[C,+
exp(—y7w/Cy-x) + C/w]}"? and g = —n/C,{C,[Cy-
exp(—y7w/C,*x) + C/w]/(Cit + C3)}>, a solution can be
found as follows:

p = const = p,
p = const = p,
U= C2[C4 exp(—VW/Cl -x) + VC]/?T]/(Czt + C3)

The expression of ¢ in this case can be simplified as ¢ =
“Vﬂ'/C] 'u3.

(13) if A = CJ/(Cix + C3), f = Cs[Co/(Cix + C3)]™?
and g = —\/;F-C5C§"—l)/2’(clx + C) (T — n)k — 41/
[(7 — n)(k — 1)(Cit + C;)*], a solution can be found as
follows (n is a constant):

p = —2p,ClmCEV2(Cix + C)TRI[CL(T — n)(Cit
+ C)?*] + Cs

(15)

p = const = p,
U = (C].x + C3)/(C1t + Cz)

All parameters (except g) can be positive in a semi-infinite
region of (x, t) provided that each constant C; is positive. In
addition, it is necessary that n # 7 to ensure p is not infinite.

(16)

Analytical Solutions of 1 D Unsteady Flow With Shock

Governing Equations. The governing relations for the pa-
rameters just in front of and behind the normal shock in 1-D
flow are shown as follows (Shapiro, 1954):

M? = [M} + 2/(k — 1)]/[2ij%/(k - 1)-1]
T./T; = 2(k~-— D+ (k- l)M,%/Z][ZkaZ/(k -1)
— 1/[(k + DM;)?
polpr = [2kM} — (kK — D1/(k + 1)
prl pr = (Pl o)/ (T, Ty)
urlug = pyl py

A = A (17)

Similar to common practice it is assumed that the thickness
of the shock is infinite thin. In addition, the geometric position
of the shock is considered steady, only the absolute strength of
shock and the parameters in the upstream and downstream fields
of the shock are unsteady. Therefore, there are no unsteady
terms in Eq. (17). Furthermore, it is assumed that there is only
one shock in the flow field which position is at x = 0; the flow
is isentropic outside the shock. Then, the duty to establish an
analytical solution of an unsteady 1-D flow with shock is equiv-
alent to finding out unsteady analytical solutions of isentropic
flow in the region x = 0 and x = 0 respectively, and their
parameters at x = 0 have to satisfy Eq. (17).
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Unsteady Analytical Solution. (14) It is found out that
the abovementioned isentropic constant Mach number solution
(3) can be modified to satisfy Eq. (17), which expressions are
as follows:

In the region x < O:

- 2 4
u=2C,(Cox + Cz)/{cn[(k —T 2} + c,}

T = uZ/(kRM})
P — C4RTk/(k—l)
p — C4T1I(k~l)
LA = Ci(Cox + Gy bMI (18)

and in the region x > 0O:

4
u* = 2C*¥(C¥x + Ci‘)/{cg?[m + Z]t + Ci"}

T* = u*/(kRM?)

i

p* — C;kRT*k/(k_l)
p* = C;(‘T*I/(k~l)
A* = C¥(C¥x + CHP/Ge- M- (19)

The constants C; and C} are not independent, the relations
between them are as follows:

C = A4k — DME] + 2}/ {4/1(k — OMT] + 2}
Cf=c¢
Ci=0C
C¥ = €y CRIG=DIUMG =1

2UM? — k + 1

Cr=0G k+ 1

x{ (k + 1)2M? }
20k — D1 + (k — HM/2)[2kM2I(k — 1) — 1]

(20)

M;and M, in abovementioned relations are the constant Mach
number in front of and in rear of the shock, they are not indepen-
dent and have to satisfy the first equation of relations (17) and
M; has to be larger than unity.

If each C; is positive and C, > —C,Xuin (Xmin < 0 which is
the minimum value of x in the region of interest), then all
thermodynamic parameters, velocity and flow area will be posi-
tive.

The one-dimensional flow area of this solution is continuous
along the flow path. However, the flow area gradient is not
continuous at the shock position, it means the flow channel has
a corner at x = 0. If M; > 2/(k — 1), the flow channel is
convergent in front of the shock and divergent after the shock,
if M; < 2/(k — 1), whole channel is divergent but the diver-
gence angle is larger in rear of the shock, if M; = 2/(k — 1)
the channel area is constant in front of the shock but still diver-
gent after the shock.

The initial and boundary conditions can be derived from
Eqs. (18) and (19) with given initial time value and geometric
boundary values. The variations of Mach number, flow area
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Fig. 1 The variation of Mach number
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Fig. 3 The variation of velocity

and velocity of this solution are presented in Figs. 1, 2, and 3
withk = 1.4, M, =2, C,=C, = C; = C, = 1 and C, = 100.
The variations of temperature, pressure, and density are qualita-
tively similar to the variation of velocity.

Analytical Solution of 2-D Unsteady Isentropic Flow

Governing Equations. The governing equations for 2-D
unsteady isentropic flow of perfect gas are as follows:

Op L, 9lew) | apy) _ 0
ot Ox ay
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(§+u—q+vi)v+la—p=0
ot Ox dy p Oy
p/p* = Const.
p = pRT (21)

Analytical Special Solution. (15) It is found out that an
explicit analytical special solution of governing equations (21)
can be expressed as follows:

2C,C5[Co(Csx — V1 — C2y) + Col{(k + 1)C%t

U =
+ C]7 + Gyl ~ C
v = —2CN1 — C3[C,(Csx — V1 — C3y) + Gl[(k + 1)Clt

+ G 17 + GG
p = C4R(k - 1)Zk/(k——l)(kR)—k/(k——I)Czkl(k—-l)[co(csx
V1 = Cly) + GI¥ D[k + 1)C3t + €7D
C4(k _ 1)2/(k—l)(kR)—ll(k—l)C‘Z)/(k-—1)[C0(C5x
—V1 = Cly) + GI¥* DL(k + 1)C2t + €7D
T = (k— D*(kR)T'C[C,(Csx — V1 = C3y)
+ Pk + HCor + €]7?

R~
i

(22)

The reasonable range of constant Cs is |Cs| = 1. When Cs =
1, the solution (22) degenerates into an analytical solution with
constant velocity component v; when Cs = 1 and C; = 0, it
degenerates further into a one-dimensional unsteady solution
with constant Mach number M = 2/(k — 1).

The initial and boundary conditions of solution (22) can be
derived by setting up the boundaries of time and space regions
of interest. It represents an unsteady supersonic flow with un-
steady boundary. The general shape of the unsteady flow line
is an inclined logarithmic curve. For example, when Cs = O the
expression of the unsteady flow lines can be integrated as:

y =Gk + 1)C+ C]In(Cox + C2)/C:+ Cs  (23)

Figure 4 represents the variation of streamlines with time when
C,=1,C=1,C=1C=05,Cs =0, Cs = 0and 0.6 as
well as k = 1.4,

Summary

Some explicit analytical solutions of unsteady compressible
flow have been derived and given, which include 1-D isentropic
unsteady flow, 1-D constant friction coefficient and constant
channel area unsteady flow with heat transfer, 1-D constant
channel area unsteady flow with variable friction coefficient
and heat transfer, 1-D unsteady flow with variable channel area,
friction coefficient and heat transfer, 1-D isentropic unsteady
flow in front of and in rear of an unsteady absolute strength
shock and 2-D isentropic unsteady flow.
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Fig. 4 The varlation of streamline

According to the knowledge of the author, no analytical un-
steady compressible solutions have been published in the open
literature. The abovementioned solutions will be valuable to the
theory of unsteady aerodynamics, especially to the CFD as the
standard solutions to check the numerical solutions and to de-
velop the numerical computation approaches such as the differ-
encing schemes, grid generation methods and so forth.
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Turbulence Measurements of a
Longitudinal Vortex Generated
by an Inclined Jet in a Turbulent
Boundary Layer

A longitudinal vortex in a flat-plate turbulent boundary layer was examined in a
wind tunnel experiment using Laser Doppler Anemometry. The vortex was produced
by an inclined round jet (D = 14 mm) in the turbulent boundary layer (600 =~ 25
mm). The jet nozzle was positioned at pitch and skew angles of 45 deg to the oncoming
stream, and the jet speed ratios (jet speed/freestream flow speed) were 0.5, 1.0, and
1.5. The flow was characterized by embedded vortices, induced high turbulent kinetic
energy peak, local areas of high primary shear stress, and negative shear stress.
Two types of normal stress evolution were observed: (a) low normal stress beneath
the vortex on the upwash side and high normal stress above the center of the vortex,
caused by spanwise momentum transfer and local turbulent production; (b) high
normal stress beneath the vortex on the upwash side and high normal stress coinciding
with the center of the vortex, produced by spanwise and transverse momentum transfer
of a vortex away from the wall with turbulent convection playing an important role.
The study provided a database for numerical modeling effort.

X. Zhang

Senior Lecturer,

Department of Aeronautics

and Astronautics,

University of Southampton,

Southampton S017 1BJ, United Kingdom

1 Introduction

It has been known that a longitudinal vortex, once created,
is able to maintain its strength in a boundary layer (Shabaka et
al., 1985). Thus it is possible to utilize the vortex and/or a
spanwise distribution of vortices to create (i) spanwise momen-
tum transfer, and (i) transverse convection. Possibilities then
exist for turbulent flow control, including heat transfer enhance-
ment and separation/stall prevention, etc. The arrangement of
the vortex or vortices in terms of the size and position within
the boundary layer is itself a complex issue, which is further
complicated when the vortices are produced by various means,
e.g., vanes, winglets and jets (Wallis, 1956). Studies based on
one device will not necessarily be applicable to another. In the
past, longitudinal vortices generated by vanes and winglets have
been studied extensively (Bushnell, 1993). The purpose of this
study is to examine the turbulent stress in a flat-plate turbulent
boundary layer with an embedded longitudinal vortex generated
by an inclined jet. It follows an earlier experimental examination
of the mean properties of the flow (Zhang and Collins, 1997).

Past studies with direct relevance to the present study were
performed by Wallis (1956), Johnston and his co-workers
(Johnston and Nishi, 1990 and Compton and Johnston, 1991),
Zhang and Collins (1993), Zhang (1995), and Selby et al.
(1992) where either an inclined jet or an array of jets were
used. Past measurements have concentrated on the mean flow
features. Among these studies Johnston and Nishi (1990) and
Compton and Johnston (1991) performed well-executed mea-
surements. A survey of the past studies suggests that there is a
lack of information on the turbulent stress field, which is im-
portant in validating numerical models. A closely related area
is the research on solid vortex generators, which has produced
databases of turbulent stress field. Shabaka et al. (1985) showed
that the circulation around the vortex embedded in the boundary
layer was almost conserved, being reduced only by the span-

Contributed by the Fluids Engineering Division for publication in the JOURNAL
oF FLUIDS ENGINEERING . Manuscript received by the Fluids Engineering Division
May 12, 1997; revised manuscript received July 6, 1998. Associate Technical
Editor: J. K. Eaton.

Journal of Fluids Engineering

Copyright © 1998 by ASME

wise-component of the surface shear stress. The behavior of the
various components of eddy viscosity suggested that simple
empirical correlations for these quantities used in a number of
turbulence models are not likely to yield accurate flow predic-
tions, Cutler and Bradshaw (1993) measured a similar flow
field but with a different arrangement of vortex generator. They
also showed the complexity of the flow near the separation line
and in the vortices and the interaction was expected to be diffi-
cult to model. Shizawa and Eaton (1992) measured longitudinal
vortex development in a three-dimensional turbulent layer. They
pointed out the existence of a negative primary stress area in
the boundary layer. These studies are experimental in nature and
were performed with either hot-wire anemometry or pressure
probes. In the current study, we examine the inclined jet induced
vortex flow and cover an area spanning the near-field where
the primary vortex is formed and far-field where the dominant
physics are turbulent production and dissipation. It is reasonable
to believe the flow field would be at least equally complicated.

2 Description of Experiment

The experimental study formed part of an overall investiga-
tion of streamwise vortices generated by air jets, including nu-
merical simulation (Zhang and Collins, 1993). The model tests
were conducted in the R. J, Mitchell wind tunnel, which has a
low speed closed circuit with a 3.5 m X 2.6 m test section.
The tests were run at a freestream speed (U..) of 20 m/s. The
freestream turbulence level was 0.3 percent. In the tests, a round
jet nozzle was attached to a flat-plate with its exit flush with
the plate surface (Fig. 1). The jet interacts with the oncoming
boundary layer. A sketch of the test arrangement is given in
Fig. 1, where the local Laser Doppler Anemometry (LDA)
measurement coordinates are employed. The plate was 2.43 m
in length and 10 mm in thickness with an elliptic leading edge
(Fig. 1(b)). It was installed across the span of the test section
at a height of 0.9 m above the tunnel floor. The boundary-layer
transition was fixed by a 10 mm wide sand band located 100
mm downstream of the leading edge. A flat-plate boundary
layer was produced by this arrangement (see Fig. 2). Spanwise
measurements confirmed the boundary layer was two-dimen-
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Fig. 1 Schematics of (a) coordinates system based on LDA measure-
ment coordinates and (b) model dimensions

0.56m

sional with a skin friction coefficient of 0.0033 at x = —100
mm (Zhang and Collins, 1997). The jet nozzle was formed by
a straight, round tube of 14 mm diameter. The length of tube
was 100 mm. The tube was connected to a compressed air
supply and pressure controlled by a Fisher valve. The pitch
angle of the jet, «, and the skew angle, 8, were 45 deg. The
velocity ratios (ratio of jet speed/freestream speed), A, were
0.5, 1.0, and 1.5.

For each flow setting, Laser Doppler Anemometry (LDA)
measurements were conducted on cross-planes (normal to the
wall) at x = 5, 10, 20, 30, and 40D. The LDA system is a
three-component DANTEC system. It consists of a § W Ar-ion
laser generator, a 60 X 33 safety cover, a 60 X 40 transmitter,
six 60 X 24 Fibre manipulators, two 60 X 10/60 X 11 transduc-
ers, two 55 X 12 expanders, and two 55 X 59 lenses. Seeding
was provided by two DANTEC 55L18 seeding generators. The
seedings were released into the nozzle flow after the Fisher
valve; we found this practice created very small disturbances
to the flow. The number of measurement points in a plane
ranged from 720 to 790. The nearest sampling point was 0.95
mm from the wall. The LDA signals were analyzed using three
DANTEC Burst Spectrum Analyzers. On average, a total of
5000 bursts (instantaneous samples) were collected for each
point. The typical coincidence rate was above 30 percent, which
gave at least 1500 samples per point for the stress analysis.
The measured data are presented in terms of velocity vectors,
streamwise vorticity, normal stresses (uu, vv, ww), shear
stresses (uv, vw, uw ), and stress production and convection.
Natural cubic splines were used to obtain the derivatives of U,
W, V with respect to the measurement coordinates x, y, z.

Nomenclature

30

[ F oy
20}
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' - ] x=-100mm, y=0mm
i —————— In(2")/0.41+5.2
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10° 10" 10*° 10° 10*
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Fig. 2 Mean oncoming flow profile and the logarithmic law-of-the-walil

In presenting the data, unless otherwise stated the velocity is
normalised by U.. and length scales by D.

The likely uncertainties in the mean flow and positional mea-
surements were given by Zhang and Collins (1997). Uncer-
tainty in the pitch and skew angles of the jet is =0.25 deg.
Uncertainty in the measurement position is approximately
+0.16 mm. For the turbulent stress measurements, an estimation
of the 95 percent uncertainties was obtained following the pro-
cedures given by Benedict and Gould (1996). In Fig. 3, exam-
ples are given of uncertainties of normal stress, ui , and primary
shear stress, —uw, measurements. Typical values are: i,
ww < *13 percent; W, uv, vw < *16 percent; and uw < =13
percent. As the number of samples varied in the measurement,
the estimation of the final uncertainties was difficult. The above
numbers represented the worst cases. In general, it was found
that around the center of the vortex and near the wall the uncer-
tainties were higher. The smoothness of the results suggested
that the actual uncertainties were better than the numbers quoted
above.

3 Results and Discussion

Major features of the mean flow field were discussed by
Zhang and Collins (1997). Here, only a summary of the mea-
sured vortex parameters are listed in Table 1. We note in Table
1 the circulation level, T, is listed. In calculating I', we have
neglected the contribution from data with Q = ~0.02 to avoid
misleading results due to noise. The data are provided in aid of
later discussions of turbulent stress evolution. In presenting the
results, we often use the term ‘‘near-field.”” In fact, for the
current vortex flow, it is rather difficult to define a near-field.
If we were to use the formation of a single, dominant vortex
as a guide, then the near-field would end between x = 5D and
10D for the present flow. It is worth noting from the mean
flow study that the secondary flow at the three jet speeds is
characterized by a longitudinal vortex, which in appearance is
similar to that generated by a winglet/vane (Shizawa and Eaton,

D = jet hydraulic diameter X, ¥, 2
U, V, W = mean velocity components in z*
x,y, z directions
U* = dimensionless, sublayer-
scaled, velocity, U/u,
u, v, w = fluctuating velocity compo-
nents in x, y, z directions
u, = friction velocity
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cartesian coordinates
dimensionless, sublayer-scaled,
distance, u,z/u

« = jet pitch angle

[ = jet skew angle

A = jet velocity ratio, V;/Us

2 = longitudinal vorticity, (OW/dy
- 8V/0z)D/U.

I" = circulation level normalized by
U./D?

Subscripts

(). = free-stream condition
( ); = jet flow condition
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Fig. 3 Examples of 95 percent uncertainty in normal and shear stress
measurements across the boundary layer: (a) uu and (b) —uw

1992). However, it does have its own special characters. An
area of counter-rotating vorticity exists to the right of the main
vortex. This is more apparent at x = 5D for the A = 1.5 jet,
where a counter-rotating vortex exists in the secondary vectors
(see Zhang and Collins, 1997). This particular feature will
introduce a convective mechanism into the secondary flow. Be-
tween x = 5D and 10D, this counter-rotating vortex disappears
and the main vortex dominates. The strength of the vortex quan-
tified by the magnitude of Q drops sharply after the first mea-
surement station at x = 5D (see Table 1). We have noticed
that after x =~ 30D, the reduction in circulation level, I', and {2
is small but the size of the vortex is increased. At A = 1.0, the
measured I' drops from —0.612 at x = 5D to —0.464 at x =
10D, —0.342 at x = 20D and —0.263 at x = 30D. This suggests
that the turbulence dissipation begins to play a bigger role. One
interesting feature of the mean flow is the relative position of
the local maximum vorticity (£2,,) to the center of vortex. At A
= 0.5 and 1.0, and A = 1.5 at x = 5D, the position of the
maximum local vorticity lies to the right and beneath the center
of vortex on the upwash side (Compton and Johnston, 1991).
A similar feature was also discussed by Westphal (1987). In
the case of A = 1.0, §2,, always lies about 0.3D beneath the
center. However, at N = 1.5 the location of the maximum local
vorticity and the center of vortex coincide, suggesting a different
type of vortex development.

The normal stress distributions are found to be rather similar.
As such we only present examples of normal stress in the longi-
tudinal direction (uu in Figs. 4-6) at selected locations. For
all the normal stresses, the affected area inside the boundary
layer is obviously increased as the vortex size enlarges down-
stream, and their maximum values are reduced. As to the magni-
tude, all normal stresses seem to be comparable with each other.
At x = 5D, the measured normal stress values are high. This is
caused by the wake after the jet and the value quickly decreases
downstream at the three jet speed ratios. The characteristics of
the uu distribution are different for the three jets. At A = 0.5
the main vortex cannot be observed at x = 40D. As the result
of the break-up of the vortex, the uu distribution is similar to
that of a typical two-dimensional turbulent boundary layer. At
x = 5D, local areas of high uu distribution are located above
the center of the vortex and a local area of low uu distribution

x=5D, A=0.5

2 High value Low value

y/D

Fig. 4 uu/U2 contours at A = 0.5. ®@~—center of the vortex

beneath it. At x = 20D, a local peak value can still be observed
but this feature quickly disappears and at x = 40D is no longer
present. An interesting feature is that the local high uu is located
above the center of the vortex and the local low i beneath it
and to the right side (on the upwash side). This feature is also
present for the A = 1.0 flow but not for the A = 1.5 flow (see the
following discussion). At A = 1.0 (Fig. 5), the characteristics of
the uu distribution are broadly similar to those at A\ = 0.5,
though the A = 1.0 jet is seen to produce larger modification
to the flat plate boundary layer. At x = 5D, the cross-plane
distribution of uu shows two local areas of high uu distribution,
on both sides of the center of vortex. The one to the left is
located slightly below of the center of the vortex and the one
to the right is located slightly above. This feature is similar to
that of a normal jet in cross-flow where two contra-rotating
vortices roll up inside the jet. In the present flow, the high uu
distribution is closely associated with the forming of the main
vortex and will eventually dominate the flow. One can surmise
that for the A = 0.5 jet this feature could still exist at an upstream
cross-plane but disappears following the formation of the main
vortex. At A = 1.5 (Fig. 6), the characteristics of the uu distri-
bution differs from those at A = 1.0. It is clear that the boundary
layer is modified significantly by the embedded vortex. Initially
though at x = 5D the cross-plane distribution of uu is similar
to the A = 1.0 flow in that there are again two local areas of
high wu distribution, on both sides of the center of the vortex.,
Farther downstream of x = 5D, the normal stress distribution
shows different characteristics. We have seen that at A = 1.0
the local area of high uu is located above the center of the
vortex to the right. The local area of low uu is located beneath
the center and to the right on the upwash side. However, at \
= 1.5, this feature is not present. Instead, the local area of high
uu coincides with the center of the vortex. The local area of
low uu beneath the center of the vortex is rather small and is
located slightly to the left on the downwash side. On the upwash
side there is an area of high normal stress on the downwash
side.

In analyzing the evolution of the normal stress, we examined
the turbulence production and convection of the stresses (Shi-
zawa and Eaton, 1992) and concentrated on uu . We employed
the cartesian tensor notation. The turbulence production of stress
Ty is given as ~ 7,400/ 0x, — T;,00;/0x, and the convection
term is given as U, 07,/ 0x;. In calculating these terms we as-
sumed a ‘‘slender flow’” and omitted the contribution due to

Table 1 Vortex development

A=05 A=1.0 A=15
x = 5D 20D 40D x=15D 20D 40D x=5D 20D 40D
Q. —0.387 -0.072 n/a -0.769 —-0.156 -0.105 —1.389 -0.612 -0.339
y./D —-0.039 0.621 n/a 0.244 0.653 0.969 0.252 0.553 0.991
z./D 0.462 0.718 n/a 0.732 0.863 1.079 1.154 1.519 1.679
Q. —0.435 -0.087 n/a ~1.025 —-0.206 -0.198 ~1.725 —0.632 —-0.341
YulD 0.056 0.614 n/a 0.353 0915 1.210 0.409 0.555 1.028
Zm/D 0.395 0.439 n/a 0.434 0.569 0.794 1.067 1.458 1.672
r —0.350 -0.331 -0.031 -0.612 —0.342 n/a —1.284 -0.991 ~0.749
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the longitudinal flow variation. In Fig. 7 the dominant physics
in the stress production is the turbulence production term. The
local low value area in the turbulence production is located
beneath the center of the vortex and coincides with the local
area of low normal stress on the upwash side of the vortex.
This feature also exists at A = 0.5, indicating the same physics.
The convection term, in contrast, is rather weak. It is also im-
portant to note that there are no negative areas in the normal
stress turbulence production at this location. An examination of
the turbulence production and convection of the normal stress
at A = 1.5 reveals different characteristics, pointing to different
physics (Fig. 8). First, in the turbulence production distribution,
a local high value area is located beneath the center of the
vortex and on the upwash side. This contributes to the observed
high normal stress in that area. Equally important is the contri-
bution from the convective mechanism (Fig. 8(b)), which dif-
fers from that at A = 1.0. Also at A = 1.5, an area of low
turbulence production occupies an area surrounding the center
of the vortex, leading to rapid reduction in the normal stress in
that area. It seems that the A = 0.5 and 1.0 jets possess a
different physical mechanism in modifying the near-wall flow
than the A = 1.5 jet. The vortex flows generated by the A =
0.5 and 1.0 jets create vortices embedded inside the boundary
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Fig. 6 uu /U2 contoursat A = 1.5
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Fig. 7 (a) Turbulence production of uu at A = 1.0 and x = 20D; (b)
turbulence convection of uu . Contour variables normalized by U3/D.

layer. The vortices generate areas of local velocity variation,
leading to production (or reduction) of the normal stress in the
near-wall region. At A = 1.5, a vortex of much larger strength
is produced and located farther away from the wall. This vortex
creates spanwise and transverse momentum transfer, much in
the traditional winglet/vane vortex generator fashion. Partly as
a result of the convective mechanism, a local area of high nor-
mal stress is produced beneath the center of the vortex and on
the upwash side. It seems that although the modifications to the
normal stress field in the boundary layer are significant, the
effect on the near-wall region is perhaps not as effective as the
A = 0.5 and 1.0 jets. This observation has implications in turbu-
lent flow control applications. The stress distributions possess
features similar to those in a solid vortex generator flow. There
are other different features. For example, the local area of high
normal stress near the core of the vortex, though significant,
does not have the large, almost singular feature as that reported
by Cutler and Bradshaw (1993). There may be several reasons
for this: the vortex is embedded in the boundary layer and thus
the turbulence diffusion plays an important role; and the jet
flow allows for less longitudinal velocity drop than that in a
winglet/vane flow.

The measured shear stresses also point to a bigger distortion
in the boundary layer at A = 1.5. The measured primary shear

(b)

z/D
N
LA

Fig. 8 (a) Turbulence production of uu at A = 1,5 and x = 20D; (b)
turbulence convection of uu . Contour variables normalised by U3/D.
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stress —uw does reveal an important feature of the flow, namely
the existence of an area of negative —uw between the center
of the vortex and the wall (see Figs. 9—-11). This area of nega-
tive —uw is located directly beneath a local area of high —
uw . The areas of low primary shear stress and high primary
shear stress are separated in the transverse direction by the
center of the vortex. This characterizes the flow at all the jet
speed ratios tested. At A = 0.5, the negative value exists at x
= 5D and the minimum negative —ww/U? is —5.06 X 107*,
This negative area of —uw was not observed at x = 20D and
40D. At A = 1.0, the minimum negative value of —uw /U2
drops sharply from —2.30 X 107 at x = 5D to —1.75 X 107°
at x = 10D, —3.86 X 10™* at x = 20D, and —4.58 X 107° at
x = 30D. Similar development is also noticed at A = 1.5.
However, at A = 1.5, the stress distribution differs from that at
A = 1.0 in that the local area of high —uw spreads out to an
area outside the otherwise 2-D boundary layer. Shizawa and
Eaton (1992) have pointed out that for a three-dimensional
vane produced longitudinal vortex flow the negative area of
—uw is caused by the mean flow velocity distribution which
introduces sign change in the velocity gradient. The present
observation supports their view. It is clear that the vortex intro-
duces a wake flow leading to the negative —uw area.
Analysis of uv and vw also reveals complex patterns (Figs.
12-13). At A = 0.5 the main vortex is broken-up downstream,
leading to a slightly different shear stress pattern from those at
A = 1.0 and 1.5 (Fig. 12). Figure 12 also shows local near-
wall uv distribution due to the strong convective effect of the
vortex at A = 1.5. We will now concentrate on the secondary

Fig. 10 —uw /U2 contours at A = 1.0
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Fig. 11 —uw/UZ contours at A = 1.5

shear stress vw. At A = 1.0 and 1.5, there are two local areas
of positive vw on both sides of the center of the vortex ( ‘ ‘butter-
fly’’ shaped distribution), and a local area of negative tw on
top of these positive shear stress areas. The center of the vortex
is located amongst the three particular distributions of the shear
stress. The butterfly distribution is associated with the counter-
rotating vortices generated by the initial jet and boundary layer
interaction. However, the spanwise moment in the positive
y-direction due to the inclined jet tends to modify the shape of
the butterfly distribution, leading to a single area of positive
uw much like the shape at A = 0.5 and x = 20D. The local

e XMOD, A=0.5

Fig. 12 uv/U2 contours
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area of high vw to the right of the center of the vortex tends to
spread out to a larger cross-plane area as it evolves downstream.
In fact, measurements suggest the shear stress in this area is
always larger initially but will drop relatively quickly down-
stream. This phenomenon will be explained later when the stress
production and convection are discussed. The particular shear
stress distribution exists for all the measured cross-planes at A
= 1.0 and 1.5. Again, the size of the vortex increases and the

"""""" )
2

Rl
05 0 3 2

y/D

Fig. 14 Turbulence production of uw at A = 1.0. Contour variables nor-
malized by U2/D.
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Fig. 15 Turbulence convection of uw at A = 1.0. Contour variables nor-
malized by U3/D.

peak value of vw drops downstream. For example, at X = 1.0,
the peak positive tw/U? value drops from 4.81 X 10 at x =
5D 10195 X 10 atx = 10D, 1.07 X 107 at x = 20D, and
7.24 X 107* at x = 30D. Our measurement suggests that the
level of shear stresses varies significantly across the cross-plane.
For solid vortex generators, past measurements have suggested
a smaller vw typically at least four times smaller than uw (Shi-
zawa and Eaton, 1992). This is not observed for the inclined
jet produced vortex flow.

x=5D

y/D

Fig. 16 Turbulence production of vw at A = 1.0. Contour variables nor-
malized by U3/D.
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Fig. 17 Turbulence convection of vw at A = 1.0. Contour variables nor-
malized by U3/D.

Contributions to the primary stress uw and secondary shear
stress Uw in terms of turbulence production and convection are
calculated. Here only selected A = 1.0 results are presented as
others are similar (Figs. 14-17). We note that at x = 5D the
turbulent convection plays a relatively important role in defining
the shear stress production in the near-wall region and around
the center of the vortex. However, farther downstream, the con-
tribution from the convection is at least an order of magnitude
smaller than the production. This is expected as the vortex is
rather weak. The major physics in defining the stress production
and distribution is thus the turbulence production and dissipa-
tion (not measured). This agrees with the observation by Shi-
zawa and Eaton (1992). However, the distribution of the turbu-
lence production (Figs. 14 and 16) are different from the results
obtained for a 3-D flow and a solid vortex generator. A local
high uw production corresponds to the negative —uw in Fig.
10. This area of high uw production is larger than the area
occupied by negative uw production above it. In Fig. 16, areas
of positive vw production co-exist. The negative vw production
to the right of the center of the vortex acts to reduce the value
of the high vw on the right of the vortex (see Fig. 13). As a
result of this, farther downstream of the jet exit, the area of
positive vw to the right of the vortex would eventually disap-
pear.

4 Summary

This study examines the turbulent flow field produced by
an inclined jet in a flat-plate turbulent boundary layer. The
measurements suggest that complex flow physics exist around
the center of the vortex and in the near-wall region. Therefore
two-equation turbulence models will not be able to reproduce
all the major physics, particularly between the vortex and the
wall where areas of negative primary shear stress, and local
low normal stress exist. The study is therefore justified in that it

Journal of Fluids Engineering

provides a database for numerical predictions employing stress
models.

The initial secondary flow field is influenced by the turbulent
wake behind the jet. While a main vortex is produced, an in-
duced counter-rotating vortex (or vorticity) is also generated
which characterizes the flow. The main vortex eventually domi-
nates. The normal stresses exhibit different characteristics at
the three jet speed ratios. At A = 0.5 the main vortex breaks
up relative quickly and the turbulent flow field thus has different
features from those at A = 1.0 and 1.5. A very significant
difference though exists between the A = 0.5 and 1.0 jets and
the A = 1.5 jet. At A = 0.5 and 1.0, a local area of high normal
stress is located above the center of the vortex and an area of
local low normal stress below it on the upwash side. Local
turbulence production dominates the normal stress generation
process. A major contributing factor in the process is the span-
wise momentum transfer and resulting velocity variation caused
by the embedded vortex. At A = 1.5, there is a local area of
high normal stress coinciding with the center of the vortex and
an area of low normal stress located beneath the center on the
upwash side. A smaller area of low normal stress also exists
beneath the vortex but to the downwash side. While the local
turbulence production is still the dominant factor, the convective
mechanism also plays an important role. The primary shear
stress —uw has a local negative area just below the center of
the vortex and an area of high —uw above it. The negative
—uw area is caused by the wake region created by the main
vortex. This feature persists downstream. While initially the
convection mechanism contributes to the shear stress generation
process, farther downstream as the single longitudinal vortex is
formed, the turbulence production makes the largest contribu-
tion to the shear stress production in the flow, being an order
of magnitude higher than the convection mechanism.
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Multiple line Molecular Tagging Velocimetry (MTV ) measurements are used to ex-
plore the flow fields associated with wall region negative 8i4/9y in a low Ry turbulent
boundary layer. Velocity and velocity gradient statistical profiles establish the present
flow as a canonical flat plate boundary layer. Spatial correlations of Ou/dy in the
{x, y) plane, and the probability of observing negative 0u*/0y™ exceeding a negative
threshold of —0.25 reveal the highly significant presence of negative 94/9y in the
= 35. Examination of the instantaneous flow fields underlying

the conditional pdf indicates that there are two primary contributing motions: (i)
streamwise shear layers and (ii) compact regions containing *04/0y. The impor-
tance of these motions to wall region turbulence production is discussed.

Introduction

Research over the past thirty years has revealed the existence
and importance of coherent vortical motions in wall bounded
turbulence (e.g., Willmarth, 1975, Robinson, 1991). Accompa-
nying and fostering these findings have been significant ad-
vances regarding the capability to obtain spatially resolved mea-
surements of the vorticity and velocity gradient fields (e.g.,
Wallace and Foss, 1995). This emphasis, in large part, stems
from the notion that velocity gradients and vorticity are optimal
relative to revealing the evolution and dynamical significance
of wall region coherent motions. In connection with this general
view, a growing number of studies (e.g., Jimenez et al., 1988;
Falco et al., 1990; Rajagopalan and Antonia, 1993) have identi-
fied the statistically significant existence of instantaneous near-
wall spanwise vorticity, &, = (80/0x — 0i/dy), having sign
opposite that of the mean vorticity, , (i.e., positive in a coordi-
nate system in which the flow is in the positive x direction and
y increases in the direction normal to the wall), Owing to the
dominance of the 8%/3dy contribution to &, near the wall (e.g.,
Klewicki and Falco, 1996), these positive &, motions are pre-
dominantly characterized by negative 84/8y. A primary moti-
vation of the present work is based upon previous results by
Klewicki et al. (1994) indicating strong associations between
motions bearing negative 94/0y and the_duu/8y Reynolds
stress gradient, as well as the transport of #2. The goal of the
present work is to characterize the spatial structure of these
motions through the study of highly resolved measurements and
analysis of instantaneous Z(y) and 0%/8y(y) profiles.

Experimental Conditions and Techniques

The present study explores a two dimensional (in the mean)
zero pressure gradient turbulent boundary layer over a smooth
surface. As is typical, x increases in the flow direction, and y
increases in the direction normal to the wall. Fluctuating veloc-
ity components are denoted u, v and w in the x, y and z directions
respectively. Vorticity component fluctuations are denoted by
wy, wy and w,. Mean quantities are denoted by upper case sym-
bols, and instantaneous quantities are identified with a tilde
(e.g., @, = O, + w,). Inner normalizations (i.e., using v and
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u. =7,/ p, where 7, 1s the mean wall shear stress, udU/ 8y} ,-o)
are denoted by a superscript ‘‘+

Flow Facility and Conditions. The experiments were con-
ducted in a recirculating water channel having test section di-
mensions 15 cm X 15 cm X 105 cm. The zero pressure gradient
boundary layer studied developed along the lower wall of the
test section. The measurements were acquired at downstream
locations between 69 cm and 73 cm from the test section inlet.
In order to fix the location of transition, the flow was tripped
at the test section inlet using a 1.6 mm diameter threaded rod.
The free stream velocity was 0.242 m/s, and the axial free-
stream turbulence intensity was less than 0.5 percent. The mo-
mentum deficit thickness Reynolds number R, (=U..8/v) at the
measurement station was 500. Owing to the large number of
measurements near the wall, determination of the mean shear
utilized the slope of the mean velocity profile in the viscous
sublayer (y* = 3). This method, when possible to implement,
is believed superior to the Clauser plot technique, since it is
more direct.

Molecular Tagging Velocimetry. Maultiple line Molecular
Tagging Velocimetry (MTV) was used to measure instanta-
neous #{y) velocity profiles at a number of streamwise locations
simultaneously. Note that this technique was previously called
Laser Induced Photochemical Anemometry (LIPA). Owing,
however, to the fact that the technique can be used in both
liquids and gases the more generic acronym MTV is now used
(see, Gendrich and Koochesfahani 1996). The version of the
technique employed herein is described in detail in Hill and
Klewicki (1996), and thus only a brief recap is now provided.

MTYV relies on the relatively long emission lifetime of certain
ultra-violet light activated phosphors. The present experiments
used the photoluminescent chemical 1 — BrNp- GS
CD+ROH Ternary Complex (hereafter GG — CD) developed
by Ponce et al. (1993). Excitation by a 308 nm light pulse
(produced by a Lumonics EX-700 excimer laser) yields visible
spectrum emission (green) that can be imaged by our gated
intensified CCD camera (ITT model 4577) up to about 10 ms
after the laser pulse. The time delay between when the laser
fires and when the camera shutters is controlled by a pulse/
delay generator. During this time delay, the line of excited G
— CD displaces as a result of the fluid motion. Duration of the
camera exposure is set at less than 20 percent of the delay.
Generation of multiple lines was accomplished by a series of
pinholes in an aluminum plate. With this method it is inherently
easier to produce a set of co-planar parallel lines than with a
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Fig. 1 Video image of displaced MTV lines

stepped mirror device. For the multiple line method, determina-
tion of velocity relies on the pointwise subtraction of undis-
placed (non-time delayed) line positions from the displaced
(time delayed) line positions, (By curve fitting the region of
maximum intensity transverse to the line at each pixel location
along the line, these positions were determined to a resolution of
less than 0.3 pixel.) For short time delays, At, the instantaneous
velocity nominally perpendicular to the line may then be deter-
mined by the Lagrangian formula, # = Ax/At. An image of a
displaced set of lines is shown in Fig. 1.

Apart from errors associated with the uncertainties in the
measurement of Ax and A¢, when using the multiple line
method there is an additional error associated with the inability
to track unique material elements. For a line arrangement mea-
suring # and 0i/8y, Hill and Klewicki (1996) show that this
relative error is described by the relation,

o v oa

i ;”Gy’

(1)

where, 61 is the error, and ¥ is the component of velocity tangen-
tial to the MTV line. This relation indicates that for fixed time
delay, significant relative errors can result under the condition
of simultaneously large 04/8y and 9/i4. Using wall region
boundary layer data, where both 84/0y and ¥/4 become rela-
tively large, Hill and Klewicki (1996) show that to within a 95
percent confidence interval (20:1 odds) use of typical time
delays and camera magnifications yield maximum errors re-
sulting from this effect of about 1.3 percent. Overall the maxi-
mum error in the instantaneous velocity along the line is esti-
mated to be less than 4 percent for the present experiments.

Velocity and Velocity Gradient Profiles. The statistical
analyses herein utilized 3000 independent (nonsequential)
video frames containing 7 instantaneous profiles each, as indi-
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Fig.2 (a)d*(y*), and (b) 8G*(y*). Numbers at the top of the velocity
profiles indicate relative x* positions.

cated in Fig. 1. According to the analysis of Klewicki and Falco
(1990) this number of independent trials results in uncertainties
(resulting from the lack of statistical convergence) in the rms
of the velocity gradient of less than 1 percent, and even smaller
for velocity statistics. Based upon this and the errors inherent
to the MTV technique discussed above, the maximum uncer-
tainty in any of the statistical profiles presented herein are con-
servatively estimated to be less than 5 percent. The streamwise
spacing between each profile is between 27 < Ax* < 38. Each
i#(y) profile extends from the wall out to y* = 170. The Ay*
spacing between the individual measurements within each pro-
file is 0.92 viscous units (186 individual #(y) measurements
per profile).

Example sets of inner normalized #(y) and 84/8y(y) profiles
are shown in Fig. 2. In this figure, the 7#(y) profiles are offset
along the abscissa according to their Ax™ separation, while the

pdf = probability density function
Ry = momentum deficit thickness
Reynolds number, U.8/v
R(Ay™) = spatial correlation for probe
separation in wall normal di-
rection
u, v, w = streamwise, wall normal and
spanwise velocity compo-
nents
U, = free-stream velocity

u, = friction velocity, V7,/p

ay ‘ y=0

Wy, Wy,
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X, ¥y, z = streamwise, wall normal and
spanwise Cartesian coordinates
6 = boundary layer thickness
v = Kinematic viscosity
p = mass density
T, = mean wall shear stress, uoU/

# = momentum deficit thickness (

Subscripts/Superscripts

()" = denotes r.m.s. value of a

___ fluctuating quantity

() = denotes time averaged
quantity

(7)) = denotes total (i.e., mean
plus fluctuating) quantity

)" = denotes normalization by v

and u,

w, = streamwise, wall normal and
spanwise vorticity components
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Table 1 Boundary layer integral parameters
u, [m/s]
0.0121

Ry U.. [m/s] ¢ [mm)]

500 0.242

& [mm] &* [mm]

16.5 1.9 3.0

011/ 9y(y) profiles are offset by 1.0. The gradient profiles were
obtained by differentiating the velocity profiles. This was done
by taking the derivative of a sliding second order curve-fit of
the #(y) data. For the case of time derivatives, this technique
has been shown to be more robust in the presence of noise
relative to multiple point finite difference techniques (Klewicki
1989). The effects of spatial resolution were explored by vary-
ing the number of points in the curve-fit between 5 and 11.
Based upon these results, the conditional and instantaneous
analyses of the velocity derivative profiles utilized a 5 point fit
having a net spatial extent of 4.6 viscous units. The effects of
spatial resolution on the inner normalized rms gradient, (du/
dy)'*, profile are explored further below.

Results

Results are first presented that establish the present flow as a
canonical zero pressure gradient boundary layer. Time averaged
spatial structure is revealed through spatial correlations. Condi-
tional information is then used to relate to the presence of
negative 0i/dy to long time structure. Lastly, the instantaneous
spatial distributions of 8#/0y underlying the observed condi-
tional structure are examined.

Statistics and Correlations. Table 1 presents the integral
parameters describing the boundary layer studied. These param-
eters exhibit good consistency with a typical flat plate turbulent
boundary layer-albeit at very low R,. Figure 3 shows inner
normalized mean velocity data for the seven profiles measured.
For convenience, u, was determined from the middle profile
and subsequently used to normalized all of the profiles. A com-
parison between the present results and the logarithmic mean
profile according to Coles (1968) parameters is also given in
Fig. 3. The present profiles show good agreement in the slope
but rise above the level of the Coles line. Similar observations
have been made at higher R, (e.g., Blackwelder and Haritonidis
1983) when u. is derived from sublayer velocity gradient data
rather than a Clauser plot. As prescribed by the current method
of determining u,, the sublayer velocity profile follows closely
to the u* = y™ curve.

The scatter in the u’' " versus y* curves of Fig. 4 is slightly
greater than in the mean profiles, although the curves exhibit
good agreement with established boundary layer data (e.g.,
Gad-el-Hak and Bandyopadhyay, 1994 ). In particular, the peak
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Fig. 3 Logarithmic mean velocity profiles
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in the profile occurs at y* = 12. On the other hand, the magni-
tude of the peak value (near 2.9) is about 10 percent larger
than what other studies at similar Reynolds number report (e.g.,
Wei and Willmarth 1989, Klewicki 1989). Profiles of the skew-
ness and kurtosis of the axial fluctuations (not shown) also
agree well with previous high resolution studies.

Figure 5 shows the present inner normalized du/dy rms pro-
files as derived using a 5 point and 11 point sliding curve fit
of the instantaneous velocity profile data. The wall-normal ex-
tent of these curve-fits correspond to 10.1 and 4.6 viscous units,
respectively. As expected, the 11 point curve-fit has a greater
smoothing effect on the gradient data, resulting in a noticeable
attenuation of the rms. The present results are also compared
with the hot-wire probe based w results of Balint et al. (1990)
and Klewicki and Falco (1990), and the numerically derived
profile of Spalart (1988). Previous measurements (e.g., Kle-
wicki and Falco 1996) have established that the near-wall rms
profiles of 8u/8y and w, are very similar. Figure 5 indicates
very good agreement between the 11 point curve-fit data and
the data of Balint et al., and the the 5 point curve-fit data and
the data of Klewicki and Falco. These results suggest that,
given low signal noise, two point finite difference based gradient
measurements result in very similar attenuation as the present
curve-fits covering the same Ay*. These results also reinforce
the previous assertion by Klewicki and Falco (1990) that spatial
resolution is the main reason underlying the difference between
the two hot-wire based profiles. As expected, the mean gradient
profile (not shown), as derived from time averaging the instan-
taneous gradient profiles, is not noticably affected by the num-
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Fig. 5 Inner normalized rms du/dy profiles
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Fig. 6 Two point 6u/8y correlations as a function of wall normal probe
separation

ber points in the curve-fit (for the range of points studied). The
present higher resolution rms profile generally agrees well with
the profile of Spalart (Ry = 660), although the slope of the
curves differ noticably near the wall. Similar observations have
previously been made between hot-wire based measurements
and these simulation results (Klewicki and Falco, 1996).

Previous correlations derived from a reference probe in or
near the sublayer and a second probe positioned at the same x
and z coordinates but greater y locations provide strong evidence
for the existence of negative J4/0y in the buffer layer (Falco
et al., 1990, Rajagopalan and Antonia, 1993, Klewicki and
Metzger, 1996). In particular, these studies show that the joint
probability density function associated with the negative peak
in the correlations of Fig. 6 largely arise from negative buffer
layer Ju/dy (and often 8i/8y) occurring in conjunction with
highly positive 94/0y in the sublayer. Of course, the other
contributions to the negative correlation (which are also sig-
nificant) must arise from positive buffer layer 9ii/dy occurring
in conjunction with negative du/dy in the sublayer. Rajagopalan
and Antonia (1993) and Klewicki et al. (1994) generically
associate the presence of negative and positive buffer layer
0fi/ 0y with sublayer sweeps and ejections respectively. The
present two point du/dy correlations also exhibit the strong
negative peak, and show excellent agreement with the other
data of Fig. 6.

Overall spatial structure of the du/dy fluctuations in the (x,
y) plane is revealed in Figs. 7(a—d). These figures present the
spatial distribution of correlation coefficient iso-contours for
different reference points (y* = 5, 15, 30, 50) along the middle
profile of the set of seven. The results of Fig. 7(a) for reference
position at y© = 5 reveal that the axial extent of the negative
correlation indicated in Fig. 6 is substantial. Specifically, the
—0.4 correlation contour extends more than 100x*. Perhaps
even more significantly, the 0.4 contour extends greater than
200x*. In general, the correlation contours for reference posi-
tions at y* = 5, 15, 30 indicate a shallow angle with the wall.
Based upon numerous previous results (e.g., Jimenez et al.,
1988, Johansson et al., 1991) this feature probably results
largely from the presence of near-wall shear layers.

On the other hand, the wall-normal extent of the correlations
is much smaller. In contrast to reference positions farther from
the wall, the positive and negative peaks in Fig. 7(a) occur at
essentially zero x* offset. As the reference point moves outward
from the wall (Figs. 7(b, c), significant regions of negative
correlation develop both above and below the dominant positive
peak. In addition, the relative positions of the lower two peaks
develop an x* offset (= 30x* in Fig. 7(¢)), and the streamwise
extent of the correlation contours decreases significantly. For
reference position at y* = 50 (Fig. 7(d)), the magnitude and
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extent of the strong negative sublayer correlation observed for
reference points closer to the wall attenuates significantly. The
upper positive/negative correlation peak pair shown in Fig.
7(c) is also consistently revealed in Fig. 7(d). As must be the
case, however, the position of the dominant positive peak shifts
to the reference point.

Conditional Structure. The adjacent positive and negative
correlation peaks in Figs. 7(a—d) strongly reinforce the impor-
tance of negative u/8y (and possibly 94/38y) in the near-wall
region. This is particularly true for increasing y™*, since the
value of the mean gradient decreases rapidly across the buffer
region. The presence of the correlation peak near y* = 30, for
reference positions both above and below y* = 30, further
suggests that negative 8i/0y may be particularly prevalent in
the upper buffer region. To explore this further, a negative
threshold based analysis of the instantaneous 84/dy profiles
was performed.

Figure 8 shows probability density functions (pdfs) associ-
ated with the observation of negative 34*/8y* conditioned on
increasingly negative thresholds. Interestingly, this figure shows
that at low threshold magnitudes (—0.05, —0.1), there is essen-
tially uniform probability of observing negative 04/0y in the
range 30 < y* < 170. With increasing threshold, however, the
pdfs develop increasingly sharp peaks near y* = 30. Note that
the magnitude of (du/dy)’ exceeds that of dU/dy near y* =
20. Nearer the wall the mean greatly exceeds the rms. Farther
from the wall, the rms decreases more slowly than the mean.
Thus, with regard to the probability of observing large negative
81/ dy, Fig. 8 indicates that the decrease in the frequency of
negative Ju/dy fluctuations having large amplitude relative to
the mean with increasing y* has a greater diminishing effect
than does the positive mean gradient near the wall (that must
be exceeded by high amplitude negative ou/dy fluctuations to
generate negative 0i/8y).
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Fig. 7 Spatial correlations of 6u/8y in the (x, y) plane. Wall-normal
location of the reference position indicated in the upper left of each

frame.
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