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Journal of 
Fluids 

E n g i n e e r i n g 

Rotating Flows 

The first nine papers in this issue of the Journal of Fluids 
Engineering are on the important topic of rotating flows. Some 
of these papers were submitted directly to the Technical Editor 
but most of them were selected from the Symposium on the 
Dynamics of Rotating and Buoyancy-Driven Flows. This sym­
posium was held at the 97th International Mechanical Engi­
neering Congress and Exposition. The papers presented at the 
symposium were included in the Proceedings of the Ocean Engi­
neering Division technical program, ASME publication OED-
Vol. 14, 1997. Rotating flows in containers that are induced by 
rotating boundaries are important to the designer of fluid mixing 
devices. These, papers are important in that the problems de­
scribed provide insight into the dynamics of vortices and the 
generation of secondary flows. There are numerous problems 
in fluids engineering that involve rotating boundary-driven and 
buoyancy-driven flows, e.g., centrifugal materials processing 
(like the growing of crystals in rotating containers), fluid mix­
ing in containers with rotating disks, pumping of fluids with 
rotating blades, to name a few. Albeit important, the dynamics 
of rotating fluids is a topic that has not been, in general, covered 
in undergraduate engineering studies. Over the past twenty years 
there has been significant advances in our knowledge of rotating 
flows. 

All of the papers selected for this issue of JFE describe new 
and unique features that occur in confined swirling flows. The 
authors provide insights into the dynamics of flows induced by 
the relative rotation between confined fluids and their bound­
aries. MuUin, Tavener and Cliffe investigate the generation of 
stagnation points in steady rotating flows induced by co-rotating 
end walls. Their main contributions are new results for low-
aspect ratio containers and the effect of a small-radius inner 
rod that rotates with the end walls on the predicted occurrence 
of toroidal vortices. Lopez and Chen examine the rotating flow 
induced by the rotation of the bottom of a cylinder with a free 
surface. They show that surfactants can play a major role on 
the secondary motions induced in the cylinder by the rotating 
end wall. The paper by Hewitt, Duck, Foster, and Davis extends 
a previously published theory that describes the onset of spin-
up in circular-cylinder containers to containers of more general 
shape. Depending upon the structure of the density stratification 
and the rotation-rate change, they show that the flow field 
evolves to one of three possible states. They also present evi­
dence of a new, finite-time breakdown associated with high 
Prandtl or Schmidt numbers. Hewitt, Davis, Duck, Foster, and 
Smith describe the experimental part of this study. In their 
papers, they examine the spin-up of stratified fluids in conical 
containers. Comparisons with the theory show good agreement. 
In addition to these findings, a unique filling method is described 

to create linear density stratification in containers with sloping 
boundaries. This is an excellent example of a clever solution 
to a design problem in fluid mechanics. The paper by Vorobieff 
and Ecke describes experiments on impulsive spin-up in a cylin­
drical, Rayleigh-B6nard cell. They discovered a prominent fea­
ture of the flow morphology during spin-up; it is the generation 
of axisymmetric ring-shaped regions of downwelling flow char­
acterized by a local drop in temperature and azimuthal velocity. 
Mang, Minkov, Schaflinger, and Ungarish examine the problem 
of particle entrainment in a flow induced by a drain. They 
discuss the influence of centrifugal separation and viscous resus-
pension caused by the "bathtub" vortex on the influence of 
gravity separation of solid impurities lighter than the embedding 
fluid. The paper by Jahnke and Valentine examines rotating 
flows in a cylinder induced by the rotation of both end walls 
that rotate at different rates. Regions in parameter space where 
multiple vortex rings are formed within the cylinder were dis­
covered. The paper by Birk and DeSpirito describes the interac­
tion between a spinning liquid film with a swirling gas in a 
cylindrical vessel that models the flow in a combustion device. 
Rotation of the flow is induced by introducing the liquid and 
gas into the combustion chamber at an angle tangent to the 
cylindrical wall. The rotating flow induced in the combustion 
chamber is designed to maintain the necessary retention time 
of the liquid in the chamber at any tilt angle with respect to 
Earth's gravity. D'Agostino, d'Auria and Brennen examine the 
dynamic forces experienced by the rotor of a whirling and cavi-
tating helical inducer. They show that the large reduction in 
sonic speed in the bubbly mixtures used to model the cavitating 
flows in high power density turbopumps significantly modifies 
the whirl-induced disturbances and, hence, the rotor dynamic 
forces. All of the papers are intended to introduce the reader to 
some of the recent findings in rotating flows and, via the refer­
ences cited by the authors, help the reader get into the details 
of this area of fluids engineering. 

Daniel T. Valentine 
Department of Mechanical and Aeronautical 

Engineering 
Clarltson University 

Potsdam, New Yorit 13699-5725 
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Craig C. Jahniie 
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Modeling of Cavitation and Multiphase Flows in Complex Environments 

The present issue of JFE contains several papers deaUng with 
cavitation and its adverse effect on the flow structure, stability, 
performance and erosion in hydraulic machines. They address 
a variety of issues that are representative of the difficulties 
encountered while attempting to determine the occurrence and 
extent of cavitation. Included are predictions of scale effects on 
the rates of cavitation events, the effect of the bubble cloud on 
the stability of inducers as well as the size and shape of attached 
cavitation, particularly in the closure region, where the physics 
is only partially understood. Modeling and measurements of 
cavitation erosion, including an attempt to relate between bubble 
dynamics and the extent of damage are also addressed. 

Two papers deal with the effect of cavitation and bubble 
clouds on the performance of hydraulic machines, a complex 
problem with very few available analysis tools. Both papers 
represent pioneering efforts to include the effect of cavitation 
in flows that are difficult to compute, even in single-phase flows. 
D'Agostino et al. study numerically the impact of bubble clouds 
on rotor dynamic forces in whirling helical inducers. They show 
that the presence of bubbles significantly alters the relationship 
between the forces and the whirl speed, resulting in complex 
behavior that depends on excitation frequency, void fraction, 
characteristic size of the bubbles and pump operating condi­
tions. Their linearized dynamics model reproduces the experi­
mental trends and provides a previously unavailable insight 
on an extremely complex phenomenon. The second paper, by 
Hirschi et al., is an attempt to compute the extent of attached 
cavitation and its effect on the performance of centrifugal 
pumps. Their analysis starts with a model for the shape of the 
sheet cavitation on the impeller blade that is based on the growth 
and collapse of semi-spherical bubbles. Then, the authors deter­
mine the shape of the cavity by bending the stream lines to 
create a free surface with constant pressure. These models are 
combined with RANS calculation of the flow within the impel­
ler and the diffuser. In some cases the results agree with experi­
mental data and in others, there are discrepancies. Nevertheless, 
this approach seems promising. 

Cavitation erosion, a major problem in hydraulic machines 
and propellers is dealt with in two papers. Soyama et al. describe 
and calibrate a transducer for measuring the high intensity dy­
namic loading generated by collapsing cavitation bubbles on a 
surface. The device is based on PVDF and has excellent me­
chanical properties, high resonant frequency, small size, but 
high piezo-electric stress constant. They determine the impact 
area by measuring the size of the erosion pits on the surface of 
the transducer. Together with the amplitude of the signal they 
can calculate the impact pressure. Pereira et al. develop an 
energy approach to prediction of cavitation erosion which is 
based on the transfer of energy from the cavitation to the mate­
rial. They determine the energy spectrum of leading edge cavita­
tion by measuring the rate of bubble production and the volume 
of vapor cavities, using stereo photography. After determining 
the effect of various flow parameters on the cavitation energy 

spectrum, it is compared to the material deformation energy 
spectrum. The result is a remarkable proportionality relation­
ship, which then leads to an estimate for the erosive "effi­
ciency" coefficient of collapsing bubbles. Interestingly, the ef­
ficiency is very low, in the 10"'-10"'* range. This unique ap­
proach, which is based on an idea introduced originally by 
Hammitt, provides a quantitative method relating the occurrence 
of cavitation and the resulting damage. 

Liu and Brennen estimate the rate of "traveling bubble" 
cavitation events based on the flow structure and measured 
population of free-stream nuclei. Their model includes the po­
tential flow and boundary layer around an axisymmetric body, 
the relative motion between the bubble and the liquid due to 
pressure gradients near the stagnation point (commonly termed 
as screening effect), residence time of the bubble in the region 
with local pressure below the vapor pressure, the observed bub­
ble size and the impact of bubble growth on neighboring nuclei. 
Their model reproduces some of the measured trends, but over-
predicts the rate of cavitation event. Also, the measured increase 
in rate of cavitation events with decreasing velocity is not repro­
duced and remains unexplained. This latter disagreement high­
lights that some fundamental components of the puzzling scal­
ing trends of cavitation remain unexplained. 

Still in the area of multiphase flows, two additional papers 
focus on mixing and entrainment in liquid—gas interfaces. A 
paper by Brattberg et al. provides data on the entrainment of 
air bubbles by two dimensional jets discharging into the atmo­
sphere. Using conductivity probes they show that air diffusion 
starts rapidly downstream of the nozzle. The dimensionless bub­
ble flux is independent of the jet velocity but strongly depends 
on the dissolved air content. A simple diffusion model, with 
empirically-determined diffusion coefficient, reproduces the ob­
served trends. The second paper by Birk and DeSpirito deals 
with the interaction of a spinning liquid film with a swirling 
gas in a cyhndrical vessel. It is included in this issue ahead of 
the paper by d'Agostino et al. because it is also grouped with 
the rotating flow papers. Their experimental and computational 
efforts attempt to simulate the flow conditions in the ignition 
chamber of a liquid-propellant gun. Both the liquid and the gas 
are injected tangentially into the chamber. Liquid entrainment 
and atomization occurs, creating a swirling, transonic two-phase 
flow. The observations and simulations show that the liquid is 
sheared unevenly by the gas and forms twisting cellular struc­
tures. Part of the sheared liquid is entrained by the swirling gas 
and is deposited in other locations. The numerical results show 
only qualitative agreement with the experimental data. 

Joseph Katz 
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Baltimore, MD 21218-2686 
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Coupling Between a Viscoelastic 
Gas/Liquid Interface and a 
Swirling Vortex Flow 
While the structure and dynamics of boundary layers on rigid no-slip walls in rotation 
dominated enclosed flows are still an area of active research, the interactions between 
rotating or swirling flows with a free surface have received comparatively less atten­
tion. For the most part, investigations in this area have been focused on clean free 
surfaces, which may be treated as stress-free. However, in most practical situations 
the surface is rarely clean, and even under laboratory conditions, it is quite difficult 
to achieve a clean free surface. Most impurities in liquids are surface active, and 
hence the name surface active agent or surfactant. These surfactants tend to establish 
an equilibrium surface concentration which alters the interfacial tension and interfa-
cial viscoelastic properties of the gas/liquid interface. The coupling between the bulk 
swirling flow and the interface is provided via the tangential stress balances, and 
these stresses on the interface are dependent upon the surface concentration of 
surfactant, which in turn is altered by the interfacial flow. Forces acting on the 
interface include surface tension gradients (elastic) and the viscous resistance to 
shear and dilatation. These viscoelastic properties vary with the surfactant concentra­
tion on the surface. Here, we present numerical studies of flow in a cylinder driven 
by the con.itant rotation of the bottom endwall with the top free surface being contami­
nated by a Newtonian surfactant. Comparisons with a clean free surface and a no-
slip stationary top endwall provide added insight into the altered dynamics that result 
from the presence of a small amount of surfactant. 

1 Introduction 
Many geophysical and industrial flows are dominated by gas/ 

liquid interfaces. Gas/liquid interfaces in general, and the ocean 
surface in particular, are rarely free of surfactants. The amount 
of surfactant required to have a significant effect on the hydro-
dynamic behavior of the interface can be as low as a fraction 
of a kg km"^, and the surface tension may be halved with 1 kg 
km"^ of many surfactants. At these concentrations, surfactants 
form an expanded monomolecular surface film or monolayer. 
Surfactants make the interface not only elastic (surface tension 
variations as a result of variations in the surfactant surface 
concentration), but also give it surface (or excess) viscosity, 
which can be many orders of magnitude larger than the viscosity 
in the bulk multiplied by an appropriate bulk flow length scale 
(Hirsa et al., 1997a). In many fluid dynamic systems which 
have a gas/liquid interface (even when the ratio of inertial to 
surface tension forces is large), the transport of mass, momen­
tum, and energy is strongly influenced by the viscoelastic nature 
of the interface; for high Reynolds number flows see Hunt 
(1984), Asher and Pankow (1991), Hirsa et al. (1995), and 
for low Reynolds number flows see Grotberg (1994). 

In recent years it has been demonstrated that at any instant, 
the bulk flow near an air/water interface with surfactant is 
described by interfacial boundary conditions ranging from a 
clean free surface to a state with characteristics similar to that 
of a solid wall (Tryggvason et al., 1992; Tsai and Yue, 1995). 
The variations in the interfacial boundary conditions are depen­
dent on the concentration levels and viscoelastic properties of 
the surfactant. Furthermore, not only does the presence of a 
surfactant alter the subsurface flow, but also the subsurface flow 
alters the conditions on the surface, primarily by redistributing 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
November 5, 1997; revised manuscript received July 13, 1998. Guest Editor: 
D. T. Valentine. 

the surfactant on the interface and to/from the bulk. This leads 
to a coupled nonlinear system rich in dynamical behavior. 

We address not only the influence that the interfacial stress 
imparts upon the hydrodynamics in the bulk, but also the influ­
ence of the bulk flow on the dynamics of the interface. When 
the interface is covered by surfactants, a boundary layer (com­
parable to the boundary layer on a solid wall) can form at the 
interface with both elastic and viscous properties. The formation 
of the free surface boundary layer significantly increases wave 
damping; it also alters gas transfer rates, reduces turbulence 
by shedding surface parallel vortices, and tilts surface-normal 
vorticity, among other effects. It is essential to understand this 
dynamic nonlinear coupling between the interior flow and the 
surface processes in order to be able to interpret observations 
of surface flows and to develop predictive capabilities for both 
the surface and the subsurface flows. 

Studies incorporating the hydrodynamic coupling with the 
interface have typically included the elastic effects due to sur­
face tension variations (e.g., Foda and Cox 1980; Wang and 
Leighton 1990; Tryggvason et al., 1992; Ananthakrishnan and 
Yeung, 1994; Grotberg, 1994). These studies considered the 
interface itself as being inviscid. The experiments of Hirsa et 
al. (1995) showed that in flows where the surface velocity 
field is solenoidal, the surface shear viscosity has a significant 
influence on the subsurface velocity field. The surface shear 
viscosity is a relatively easy property to measure, however ex­
periments (Mara and Wasan, 1979) have shown that the surface 
dilatational viscosity may be several orders of magnitude larger 
and is a difficult property to quantify (Edwards et al., 1991). 
The recent study by Tsai and Yue (1995) included for the first 
time both surface viscosities in hydrodynamic computations of 
the interactions of surface-parallel vorticity with a contaminated 
air/water interface in planar two-dimensional flows. However, 
they treated these as constant coefficients whereas it is known 
(Maru and Wasan, 1979; Tsai and Yue, 1995) that these quanti­
ties vary with, amongst other things, the surface concentration 
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Fig. 1 Schematic of tlie model flow 

of the surfactant. Further, in the flows they considered the sur­
face velocity is everywhere normal to the surface vorticity and 
both are tangent to the surface. Here, we consider flows where 
the inner product of surface velocity and surface vorticity is not 
identically zero, and also the surface viscosities are functions 
of surface concentration. We derive the appropriate interfacial 
conditions by balancing the tangential stresses at the interface, 
written in terms of the surface vorticity, and couple these to a 
Navier-Stokes solver for the whole flow. The formulation is 
applied to a model problem that is chosen to isolate and high­
light individual processes. The model problem is that of flow 
in an open cylinder driven by the constant rotation of the bottom 
endwall with the top free surface covered by a monolayer of 
insoluble surfactant. A schematic is given in Fig. 1. 

It is often seen that the elastic effects, due to surface tension 
gradients, lead to flow instability (Sternling and Scriven, 1959), 
and that interfacial viscosity effects tend to damp these instabili­
ties. This is generally true when the vorticity in the bulk flow 
is predominantly surface-parallel. However, when the vorticity 
near the interface is predominantly surface-normal, the interfa­
cial viscous effects dominate the dynamics. The interfacial 
viscous effects provide a mechanism for the tilting of surface-
normal vorticity, in an analogous manner that molecular viscos­
ity does at a rigid wall, and leads to secondary motions, bound­
ary layer formation, boundary layer separation, internal shear 
layers, etc. Once the surface-normal vorticity is tilted into sur­
face-parallel vorticity, the elastic effects at the interface also 
come into play, and there is a dynamic interaction between the 
elasticity and the viscosity on the surface and the vortical flow 
in the bulk. 

2 Interfacial Rheology and the Development of 
Boundary Conditions for Vorticity at a Contaminated 
Interface 

We shall be concerned here with non-deforming surfaces, 
i.e., negligible Froude number flow. The physical flows that 
this formulation is primarily being derived for involve very little 
free surface deformation regardless of the amount of surfactant 
(Spohn et al., 1993). Also, we consider here axisymmetric 
flow as it contains the hydrodynamics of interest (both surface-
normal and surface-parallel vorticity, and the turning and 
stretching of vorticity). 

The governing equations are the axisymmetric Navier-Stokes 
equations, together with the continuity equation and appropriate 
boundary and initial conditions. Using a cylindrical polar coor­
dinate system (r, Q, z) and the Stokes streamfunction ijj, the 
nondimensional velocity vector is u = (u, v, w) = { — \lrdijjl 
dz, TIr, l/rdi)//dr) and the associated vorticity vector is w = 

{ — llrdTldz, T], l/rdT/dr). The nondimensional axisymme­
tric Navier-Stokes equations are: 
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ly is the kinematic viscosity, l/f2 is the time scale and R is the 
length scale, where fi rad s"' is the rate of rotation of the 
bottom endwall and R is the radius of the cylinder, which is 
filled to a depth H. 

We begin our treatment of the interface by considering the 
Boussinesq-Scriven surface fluid model (Boussinesq, 1913; 
Scriven, 1960; Slattery, 1990): 

T ' = (a* + («•' - yLtOdiv, u^)I, + Ifi'D' (2.3) 

where the surface stress tensor T ' is described as a linear func­
tion of the surface rate of deformation tensor 

2D' = (v,r-1,-t-i .-(v,u •')'•). 
In this constitutive equation, K' is the surface dilatational viscos­
ity, fjf is the surface shear viscosity, a* is the thermodynamic 
interfacial tension, u ' is the surface velocity, diVj is the surface 
divergence operator, V,, is the surface gradient operator, and I, 
is the tensor that projects any vector onto the interface. The 
surface stress T can then be expressed as (Slattery 1990): 

T = V,CT* + VSHK' - At^div, uO 

-I- 2(V,/uO-D-' + 2^'div, D^ 

Noting that there is no slip at the interface, so the tangential 
component of fluid velocity is continuous across the interface, 
we balance the above surface stresses with the corresponding 
components from the bulk flow, using cylindrical polars and 
nondimensionalizing a* with a,, a characteristic value of the 
surface tension, so that a = a*/ai, and putting \^ = fi'/fiR, 
K = KVjj,R, and X.,+̂  = \K + V , where /U is the shear viscosity 
of the bulk fluid, the nondimensional stress balance in the azi-
muthal direction is 

5 r ^ (d'T 
dz \ 8r' 

j_9r\ d^/dr 
r dr J 8r \dr 

__- _^ (2.4) 

and in the radial direction 

1 d'lp 1 (9> 
V = C„-— + K 

dr " ''^ r' drdz r dr'dz 

_\_d^9K^^2_d±d>^ ^25) 

r drdz dr r' dz dr 

where C^ = ai /fxQR is the capillary number. 
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Fig. 2 Nonlinear equations of state for various surfactant/water sys­
tems; symbols are experimental measurements of Kim (1996) and solid 
lines correspond to model Eq. (2.6) 

Equations (2.4) and (2.5) represent the balance of forces on 
a surface element resulting from viscous traction or shearing 
stress from the bulk, surface tension (or surface pressure) gradi­
ents, and surface viscosity effects. Their solution for T and r? 
on the interface provide the boundary conditions for the bulk 
flow Eqs. (2.1) and (2.2). Note that Eqs. (2.4) and (2.5) are 
also coupled to the bulk flow through normal derivative terms 
in r and iji, respectively, at the interface. It is clear that the 
stress balance in the azimuthal direction does not include any 
elastic term, only surface shear viscosity terms. If the flow near 
the interface is purely azimuthal, i.e. i// = r? = 0, F * 0, and 
the vorticity in the bulk is initially normal to the interface, then 
if the surfactant system has a very small surface shear viscosity, 
the flow behaves as if the surface is clean, regardless of the 
elastic properties of the surfactant. This was dramatically dem­
onstrated in recent experiments (Hirsa et al, 1995). 

The surface tension, a*, and the surface shear and dilatational 
viscosities, f/ and K\ depend on the thermodynamic state of 
the interface and thus are functions of the surface concentration 
of the surfactant, c*. Most previous theoretical considerations 
have used a linear equation of state, i.e. cr* « c *, and have either 
set fjf and K' to zero, or by linearizing about an equilibrium state 
have taken them to be constant coefficients. These linearizations 
are strictly only valid about an equilibrium concentration level. 
In problems where there is significant surface velocity, the con­
centration can be locally far from equilibrium and the nonlinear-
ity of the equation of state and variations in jjf and K' with 
surfactant concentration need to be taken into account. 

Experiments (Gains, 1966; Poskanzer and Goodrich, 1975; 
Kim, 1996; Hirsa et al., 1997b) have measured the equation of 
state for a variety of surfactant/water systems (stearic acid, 
hemicyanine, and oleyl alcohol), and they can be modeled by 
an equation 

(2.6) 

where the dimensional surfactant concentration, c'*, and surface 
tension, a*, are to be nondimensionalized by c, and a,, the 
concentration and surface tension at the inflection point of the 
equation of state, respectively; 6 is the saturation surface pres­
sure, i.e. the range in surface tension between that of a clean 
air/water interface and that of the surfactant-saturated interface. 
It should be noted that the extrapolation of this model to large 
c*, as suggested in Fig. 2, is dangerous as many surfactant 
systems, and in particular stearic acid/water and hemicyanine/ 
water, may undergo molecular reorientation or phase changes 
for increasing c*. We characterize a surfactant system by two 
parameters, a Marangoni number M = —(ci/ai)(da*/dc*) 
evaluated at c* = c, and /3 = Mnai/d. 

For the surface dilatational viscosity K ' , there is no generally 
accepted measurement over a range of surfactant concentration 
(Edwards et al., 1991). For now, we will model both fi' and 
K' with /i '(c*) and K'(C*) -• 0 as c* -> 0, and both /x'(c*) 
and K'{C*) -^ constant as c* -^ <». A simple ad hoc function 
for the dimensionless surface viscosities \^(c) and K(c) will 
be used in this initial study: 

K = Au 
c + 1 

and X.;, = A„ 
c + 1 

(2.7) 

where K(c) -> A„ and \(c) -> A^ as c -^ °°. 
For insoluble surfactants on a nondeforming interface, the 

transport equation of c is given by 

— + V,-(fu~) = — V ? c , 
ot Pe 

(2.8) 

where Pe' = QR/D' is the surface Peclet number and D' is the 
coefficient of interfacial diffusivity, and u ' is the dimensionless 
surface velocity, using ClR as the velocity scale. Equation (2.8) 
is solved, along with the evolution equations for F and 77 in the 
interior, with dc/dr = 0 at r = 0 and 1, to give c{r) at each 
time level, from which dc/dr is obtained. The boundary condi­
tions on c, together with M = 0 at r = 0 and 1, ensure that the 
insoluble surfactant is conserved on the enclosed domain r e 
[0, 1]. The term da/dr in (2.5) can be obtained from daldr = 
daldcdcldr, where daldc is determined from the appropriate 
equation of state and dcldr from (2.8). The gradients d\Jdr 
and dXJdr in (2.4) and (2.5) are obtained in the same fashion 
using the model Eqs. (2.7). 

3 Coupling of the Interface Dynamics to the Bulk 
Flow 

The axisymmetric Navier-Stokes Eqs. (2.1) and (2.2) are 
solved using a second-order accurate in both time and space 
finite-difference scheme. Second-order central differences are 
used for all terms except the time derivatives. The advection-
diffusion equation for c is also discretized in space using central 
differences in r and second-order one-sided differences in z 
at the interface. A two-stage second-order predictor-corrector 
scheme is used for temporal evolution; the scheme is essentially 
the same as that previously used in related problems (e.g., Lo­
pez, 1990, 1995; Lopez and Weidman, 1996; Lopez and Shen, 
1998), with the distinction being the implementation of the 
interfacial conditions. 

The gas/liquid interface is treated as nondeforming, so that 
it is a flat stream-surface. The surface boundary condition on 
41 is that ^ is constant and continuous with the flow on the axis. 
We can take 1// = 0 on the surface. That leaves TJ and F, and 
their boundary conditions are given by the solutions to (2.4) 
and (2.5). In the explicit scheme used, iq and F on the interior 
grid points are updated to the new time-level first. Then the 
left-hand side of (2.4) can be written as a second order one­
sided difference approximation to the normal derivative. This 
approximation is in terms of the just updated values of F one 
and two grid points in from the surface and the yet unknown 
value of F on the surface. Equation (2.4) then becomes a sec­
ond-order ordinary differential equation for F on the surface, 
with F = 0 at r = 0 and 1. Using second-order central differ­
ences, this results in a tridiagonal system and is readily solved 
by standard techniques (e.g., LAPACK routines). 

The boundary condition on 77 is a little more involved. The 
viscous terms couple the surface condition with the recently 
updated interior flow (as in the case for F above). Here, we 
first compute dijildz on the surface using second-order one­
sided differences of the solution to Vji/' = —rr) with the updated 
77 on the right-hand side. Then, didili/dz)/dr and d^d^ildz)! 
dr^ are formed using center-differences and one-sided differ­
ences at r = 0 and 1. In this way, the viscous contribution to 
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Fig. 3 Influence of different initial uniform concentrations on (a) the 
elastic production of surface azimuthal vorticity and {b) the redistribution 
of surfactant for a surfactant system with the hemicyanine/water equa­
tion of state, neglecting surface viscosity effects, at steady state for 
Re = 2126, H/Ft = 2.5 

T] on the surface is calculated. The elastic contribution (both 
the viscous and the elastic contributions are imposed simultane­
ously) requires information concerning the surface tension gra­
dients da/dr. 

4 Results 
In our model problem, the fluid in the open cylinder is initially 

at rest. Before any fluid motion, the surfactant is uniformly 
distributed on the free surface. The initial concentration of sur­
factant, Co, is low enough to be considered as a monomolecular 
layer (monolayer). Note that in general CQ ^ 1. At f = 0, the 
bottom endwall is impulsively set to rotate at constant angular 
speed n . An Ekman boundary layer develops on the rotating 
disk with thickness of 0 ( R e " ' " ) . This rotating boundary layer 
sends fluid radially outwards in a spiraling motion while draw­
ing fluid into it from above. A sidewall boundary layer is also 
established. In time, fluid with angular momentum reaches the 
vicinity of the surface covered by the surfactant monolayer, 
where it is turned and advected towards the center. This flow 
results in a nonuniform distribution of the surfactant, with an 
accumulation of the surfactant near the center. 

4.1 Nonlinear Equation of State Effects and Elastic In­
terfaces. Herein, we use three different insoluble surfactant 
groups, stearic acid, hemicyanine, and oleyl alcohol with water 
as the bulk fluid. Molecules within a monolayer at a gas/liquid 
interface can exist in different states, analogous to three-dimen­
sional liquid, solid, or gas states (Adamson, 1982). Stearic acid 
is a solid-like surfactant (Gains, 1966) with relatively large 
viscosities, hemicyanine is known (Hirsa et al , 1995) to change 
from liquid-like to solid-like behavior at large concentration, 
and oleyl alcohol is a hquid-like surfactant with low viscosities 
but strong elastic behavior. For stearic acid/water M = 0.43 

Fig. 4 Influence of different equations of state on (a) the elastic produc­
tion of surface azimuthal vorticity and [b] redistribution of surfactant 
(Co = 0.5), at steady state for Re = 2126, H/R = 2.5 

and P = 5.62, for hemicyanine/water M = 0.51 and /3 = 3.90, 
and for oleyl alcohol/water M = 0.72 and /3 = 3.27. 

We first investigate the elastic effects of surfactants caused 
solely by surface tension gradients. In general, the elasticity of 
the surface depends strongly on both the composition of the 
surfactant, as well as the surfactant concentration. The influence 
of the initial surfactant concentration on a system with an equa­
tion of state corresponding to hemicyanine is shown in Fig. 3 
(note that here we only consider surface tension gradient effects 
and are setting the interface to be inviscid, i.e., elastic; Section 
4.2 treats the viscoelastic case incorporating the surface viscosi­
ties). The presence of surfactants generally lowers the local 
interfacial tension, and the variation in surfactant concentration 
gives rise to surface tension gradients and establishes a closed-
loop interaction among the hydrodynamic motion, surfactant 

Fig. 5 Influence of surface shear and dilatational viscosities on the pro­
duction of surface azimuthal vorticity for Re = 2126, H/R ~ 2.5, M = 
0.43, p = 5.62, Pe' = 500, and Co = 0.5: (a) elastic interface, A„ = A„ = 
0.0; {b) viscoelastic interface A^ == 1.0 and A^ = 5.0 
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Fig. 6(a) Contours at steady state of ifi, i), and r for Re ^ 2126 and 
H/R = 2.5 for a no-slip stationary top 

Fig. 6(6) Contours at steady state of î , t], and F for Re 
H/R = 2.5 for a ciean stress-free top surface 

2126 and 

concentration, and surface tension. This is referred to as a Ma-
rangoni effect. We observe in Fig. 3(a) that an azimuthal com­
ponent of vorticity is produced on the surface. At larger initial 
concentration (co = 2.0) the surface tension gradient tends to 
zero (see Fig. 2) which diminishes the elastic production of 
surface azimuthal vorticity. 

Of the three surfactant systems considered, oleyl alcohol/ 
water has the strongest elastic behavior and stearic acid the 
weakest (see Fig. 2) . For Re = 2126, H/R = 2.5 flows with 
all three systems, as well as flows with a clean interface and 
with a stationary no-slip top, reach steady state within one or 
two hundred rotations of the bottom endwall. All the cases 
shown in this paper were computed using a uniform grid with 
91 radial and 226 axial nodes and a time increment of 10"^. 
These spatial and temporal resolutions were previously found 
(e.g., Lopez, 1990, 1995) for the rigid top and stress-free sur­
face cases to give grid independent results. Tests with the elastic 
and viscoelastic surfaces also indicate that these resolutions are 
adequate. The steady-state distribution of the surface azimuthal 
vorticity for the three surfactant systems (due only to elastic 
interfacial processes) is given in Fig. 4 (a ) , along with the 
corresponding distribution of surface concentration of the sur­
factants in Fig. 4(b). The initial uniform concentration was CQ 
= 0.5. In considering elastic interfaces, the presence of surfac­
tants has no direct influence on F at the interface and r? is only 
affected through the surface tension gradients. The bulk motions 

Fig. 6(c) Contours at steady state of î , TJ, and r for Re = 2126 and 
H/R = 2.5 for surfactant contaminated top with M = 0.43, p = 5.62, 
A„ = 0, and A„ = 0 (elastic) 

Fig. 6(cf) Contours at steady state of ij/, rj, and T for Re = 2126 and 
H/R = 2.5 for surfactant contaminated top with M = 0.43, p = 5.62, 
A„ = 5, and A^ = 1 (viscoelastic) 

near the interface redistribute the surfactant. The flow near the 
interface consists primarily of a swirling flow spiraling radially 
inwards. For a clean interface, conservation of angular momen­
tum (see discussions in Spohn et al., 1993 and Lopez, 1995) 
leads to a recirculation cell attached to the interface near the 
axis, where the radial flow on the interface is outwards. With 
elastic interfaces, similar behavior is found. The redistribution 
of surfactant by advection is resisted by diffusive processes (all 
cases in Fig. 4 had a surface Peclet number of 500) and the 
elastic force due to surface tension gradients. We see that the 
least elastic system (stearic acid) suffers the most redistribution, 
with the outer part of the interface (r > 0.8) being virtually 
clean and there is a corresponding large build up of surfactant 
for r < 0.1 where the level is well beyond saturation, i.e. surface 
tension gradients vanish. So, even though there are strong varia­
tions in concentration throughout 0 s r < 1 for stearic acid, 
the elastic production of surface azimuthal vorticity is restricted 
to 0.35 < r < 0.65 due to the nonlinearity of the equation of 
state. 

For the more elastic cases, the redistribution of surfactant is 
far less and is everywhere below saturation levels. The outer 
parts of the interface are still cleaned somewhat, but the produc­
tion of surface azimuthal vorticity is more wide spread, although 
at a lower peak intensity, than with stearic acid. The recircula-
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tion near the axis leads to a reversal in the concentration gradient 
there and the production of negative surface azimuthal vorticity. 
The same would have occurred with stearic acid if the concen­
tration there had not been at saturation levels. This suggests, 
that in these type of flows, a build up of a boundary layer type 

• flow near the axis would be more pronounced for lower initial 
concentration levels CQ. 

4.2 Viscoelastic Interfaces. The discussion so far has 
concerned elastic interfaces, where we have artificially set the 
surface shear and dilatational viscosities to zero. Now, we in­
clude their dynamic effects via the model Eq. (2.7). In this 
study, we use this ad hoc model as the available rheological 
information needed is lacking. Incorporating surface shear and 
dilatational viscosities according to (2.7) with A^ = 1.0 and A„ 
= 5.0, we first investigate how this influences the production 
of surface azimuthal vorticity for a surfactant system with the 
equation of state corresponding to stearic acid. 

The inclusion of surface viscosities results not only in a quan­
titative change, but also a qualitative change in the characteris­
tics of the flow. The production of surface azimuthal vorticity 
is shifted and extended over a much broader central area (see 
Fig. 5). A number of factors are at play here, all interacting 
nonlinearly. Whereas for the elastic case the only contribution 
to 77 on the surface comes from surface tension gradients, in the 
viscoelastic situation the right-hand side of (2.5) includes a 
viscous contribution due to the surface flow and the bulk flow 
near the surface. Also, the right-hand side of (2.4) is no longer 
zero, and this leads to vortex line bending at the surface {dTI 
dz =f= 0) which contributes to the production of rj via the - 1 / 
PdT^/dz term in (2.2). Note that this vortex Une bending at 
the interface, i.e. vortex lines not meeting the interface normally, 
is only possible for viscous interfaces, regardless of the concen­
tration level. These surface viscosity-influenced productions of 
surface vorticity alter the surface flow and result in a different 
distribution of surfactant concentration, which in turn alters the 
distribution of surface tension gradients. All of these processes 
are coupled nonlinearly; they affect not only the surface flow 
and the bulk flow immediately adjacent to the interface, but 
also produce large scale global changes in the bulk flow. 

In order to gain an impression of the global effects of a 
viscoelastic interface, we compare the steady state flow when 
the top is stationary no-slip, a clean free surface, surfactant 
contaminated with M = 0.43, P = 5.62, Pe' = 500, A, = 5.0, 
and A^ = 1.0 (viscoelastic), and A„ = A^ = 0.0 (elastic). The 
corresponding contours of ip, r/, and F are presented in Fig. 6. 

On the no-slip stationary endwall the fluid separates at r = 
0 and a central vortex is formed whose core size depends on 
the thickness of the boundary layer from which it emerged 
(Fig. 6(a) ) . For a clean stress-free top surface there is a large 
recirculation zone on the axis attached to the free surface, pro­
ducing a reversed (directed radially outwards) surface flow near 
the axis (Fig. 6ib)). The boundary layers caused by the accu­
mulation of surfactant materials are shown in Figs. 6(c) and 
6(d). When the surface viscosities are set to zero, the elastic 
production of surface azimuthal vorticity is localized (Fig. 
6(c)) . Comparing the elastic case with the clean surface case, 
we find that the presence of inviscid surfactants has virtually 
no effect on F; whereas, the viscous contributions are seen to 
cause substantial vortex line bending, particularly for r < 0.65 
where the concentration of surfactant is largest in the viscoelas­
tic case (Fig. 6(d)). Note that if the flow were planar two-
dimensional, there would be no flow component corresponding 
to F, and hence the surface vorticity production associated with 
vortex line tilting, i.e., dVldz =̂  0 at the interface, which is 
only active for viscous surfactants, would not exist. So, if the 
flow is planar two-dimensional, this mechanism of surface vor­
ticity production, whose predominance depends on the viscous 
nature of the interface, is not present regardless of how viscous 
the interface may be. For planar two-dimensional flows, the 

vorticity has only one nonzero component and it corresponds 
essentially to 77 in the present axisymmetric flow, so surface 
viscosity effects will also be present in planar two-dimensional 
flows via the corresponding viscous terms in (2.5). 

In comparing all four cases shown in Fig. 6, it is very striking 
that although the elastic production of surface vorticity is active 
with inviscid interfaces, it only produces a very localized effect 
and the resultant bulk flow is a small perturbation away from 
that when the surface is stress-free. However, inclusion of the 
surface viscosity terms causes a dramatic global change in the 
flow. The surface layer that results is as intense as the boundary 
layer due to the stationary no-slip top. The resultant bulk flow is 
very similar to that of the no-slip case, but the vortex breakdown 
recirculation cells on the axis are more intense for the viscoelas­
tic case. In fact, although the same Re is used in both cases, 
the viscoelastic surfactant bulk flow has characteristics of a bulk 
flow with a no-slip top at a higher Re. 

5 Conclusions 

The viscoelastic effects due to the presence of insoluble sur­
factants on the surface of a swirling vortex flow have been 
investigated numerically. The hydrodynamic coupling between 
the bulk swirling flow and the surfactant-covered surface flow 
is provided via the tangential stress balance at the interface, and 
this balance is dependent upon the surface concentration of 
surfactant, which in turn is altered by the interaction of bulk 
and surface flows. The viscoelastic properties of surfactants 
are functions of the surfactant concentration, for which we are 
presently using ad hoc models until they are determined experi­
mentally. We investigate not only the elastic influence caused 
solely by surface tension gradients of different surfactant groups 
and surfactant concentration, but also surface viscosity effects 
caused by both surface dilatational and shear viscosities. Com­
parisons among stress-free clean top surfaces, no-slip tops, and 
contaminated surface flows provide a first look at the dynamics 
of flows where the inner product of the surface velocity and 
surface vorticity is not identically zero and the surface viscosi­
ties are treated as functions dependent upon the surfactant con­
centration. It is clear from this preliminary investigation that 
the viscous properties of a surfactant influenced interface can 
have a dramatic quantitative and qualitative impact on both the 
interfacial and the bulk flows, not only local to the interface, 
but also globally. This is so even at relatively low concentration 
levels of surfactant. In a future study, we will include soluble 
surfactants, deforming free surfaces, as well as incorporating 
empirically determined viscoelastic properties of the surfactants 
into our numerical simulation. 
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Nonlinear Spin-Up of a Rotating 
Stratified Fluid: Theory 
We consider the boundary layer that forms on the wall of a rotating container of 
stratified fluid when altered from an initial state of rigid body rotation. The container 
is taken to have a simple axisymmetric form with sloping walls. The introduction of 
a non-normal component of buoyancy into the velocity boundary-layer is shown to 
have a considerable effect for certain geometries. We introduce a similarity-type 
solution and solve the resulting unsteady boundary-layer equations numerically for 
three distinct classes of container geometry. Computational and asymptotic results 
are presented for a number of parameter values. By mapping the parameter space 
we show that the system may evolve to either a steady state, a double-structured 
growing boundary-layer, or a finite-time breakdown depending on the container type, 
rotation change and stratification. In addition to extending the results of Duck et al. 
(1997) to a more general container shape, we present evidence of a new finite-time 
breakdown associated with higher Schmidt numbers. 

1 Introduction 
The transient response of a contained fluid undergoing a spin-

up from a state of rigid body rotation has been discussed for 
both homogeneous and stratified fluids; see for example, 
Greenspan and Howard (1963), Pedlosky (1967), Walin 
(1969), and Spence et al. (1992). However, conclusions drawn 
from investigations into the stratified spin-up problem have been 
based on containers with vertical walls. 

Duck et al. (1997), subsequently referred to as DFH, consid­
ered the nonlinear boundary-layer problem for a conical con­
tainer of viscous, stratified fluid, showing that the evolution for 
a fixed Schmidt number (the ratio of the two coefficients of 
momentum and density diffusion) could be entirely classified 
according to just two parameters. The parameters involved were 
shown to be the initial rotation rate (denoted by We, which was 
taken to be positive, with a final rotation rate nondimension-
alized to unity) and a "modified Burger number" that was 
defined in terms of the Burger number, the angle of the sidewalls 
to the horizontal, and the boundary-layer edge conditions. The 
parameter space was shown to have well-defined boundaries 
that separated three distinct regions in which the governing 
equations evolved to either a steady state, a growing boundary-
layer or a finite-time singularity. 

In this paper, we extend the analysis presented by DFH to 
more general forms of axisymmetric container. The analysis is 
presented for nonlinear changes in the rotation rate (of either 
sign) but we do restrict the final rotation to be in the same 
sense as the initial rotation; this is not a conceptual restriction 
however. Figures l ( a ) - ( c ) show the three distinct cases that 
we consider; these ai'e containers that have a cross-sectional 
shape defined by z = i?" in a cylindrical polar coordinate system 
(/?, z, X). The case considered by DFH corresponds to Fig. 
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\{b) (their analysis uses a to denote the quantity shown as a 
in the figure). We distinguish the cases according to the sign of 
(1 — a ) since it is this quantity that determines the appropriate 
solution expansion away from the "apex" of the container. 

The governing boundary-layer equations are as given by 
DFH, 

1 d{r\) _^]_dv^^^ 

dr 

dvr 

~dt 
+ {q-V)Vr 

86 

dp_}_ d \ 
dr r' dQ^ 

dv^ v,^Vr 1 5^ 
ot r r oi 

(1) 

B sin a, (2) 

(3) 

dB 

dt 
-f (q-V)B - Svr sin a = 

1 1 d^B 

a r"- 89^ 

„ 8 Vf 8 
• V = u, — -I- -^ — , 

8r r 89 

(4) 

(5) 

with boundary conditions dB/89 = v, = vg = 0, v^ = rw(t) on 
^ = 0, and with prescribed edge conditions as ^ -> -<». The 
reader is referred to DFH for details of the non-dimensionalisa-
tion. We have used a spherical polar coordinate system (r, 9*, 
4>) centerd on the "apex," in which r is a radial coordinate 
relative to the axis of rotation, 4> is an azimuthal coordinate and 
^ is a scaled boundary-layer coordinate (where d(iy/Q,h^)"^ = 
9* - (7r/2 - tan"' / ? " ' ) ) . Here h and fi are a characteristic 
length scale and rotation rate, and u is the kinematic viscosity 
of the fluid. In (2 ) - (5 ) ,Q ; denotes the local angle between the 
container and the horizontal, B is the buoyancy, 5 is a Burger 
number and w(t) is the angular frequency of the container 
(which we take to be an impulsive change from W^ to unity at 
t = 0) . 

In the following sections we discuss the a > 1 case (in 
Section 2) and the a < 1 case (in Section 3), which contains 
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Fig. 1 The container geometries 

two sub-cases that are discussed in Section 3.1 and Section 3.2. 
Finally, in Section 4, we compare the evolution type found in 
each case with that found for the conical container (correspond­
ing to a = 1) considered by DFH. The notation used in each 
section is defined independently. 

2 The a > 1 Container 
A sensible balancing of terms in the boundary-layer equa­

tions, ( 2 ) - ( 5 ) , for a container of the type shown in Fig. 1(a) 
leads to the following scalings as r -»oo 

v^ = r<'"')-'{7(0, 0 + . . . , v^ = r"''W(&, t) + . 

vg = r ' ' ' " ' "2 (y(0 , t) - &U(&, t)) + ..., 

_ „(2/a)-l B = r B ( 0 , t) + P = r^'°P + . 

(6) 

(7) 

(8) 

where 0 = r6. The above expansions follow directly from the 
scaling R ' with a -> 7r/2. Substitution of these expansions 
yields a set of governing equations within the boundary layer, 
which can be simplified by introducing 

S ( 0 ) = B * ( 0 ) - (W? - 5„), (7(0) = a f / * ( 0 ) , (9) 

v ( 0 ) = • / ^ y * ( 0 ) , 1^(0) = w * ( 0 ) , (10) 

where S = a^S*, 0^ = 0 / v a and T= tia. These substitutions 
effectively remove P and a from the boundary-layer equations. 
The boundary conditions for this system a re [ /* = y * = B | 
= 0, IV* = 1 on 0 = 0, and U* -> 0, W* -» W„ B* -* W], 
as 0 -* -00. 

The azimuthal momentum equation is reduced to the heat 
equation, therefore there are no steady-state solutions to this 
problem for a general We • Numerical investigations for S * > 
0, We > 0 suggest that the system always evolves to a growing 
boundary layer. The evolution is characterized by an overall 
thickening of the boundary layer which is easily observed when 
the velocity or buoyancy profiles are examined. The analysis 

presented by DFH concerning the double structure of the grow­
ing boundary layer can also be applied here. 

In an outer layer, rj = @Ht ~ 0 ( 1 ) , we can introduce the 
following expansions (dropping the bar notation for t) 

W* = Wo('n) + B* = Bo(r?) + 

V* Uoiv) V* = 
it 

(11) 

(12) 

The boundary conditions reduce to W'o = M̂ e, Bo = Wl, UQ-^ 
0 as r; -> —oo, and the solution must be matched with an inner 
layer. In the inner layer, which is 0 ( 1 ) and immediately next 
to the container wall, the relevant expansions are 

Vv * = 1 H r~" + . . . , 

[/* 

B* = 1 + 

f/o(0) 

it 

Bo(0) 

it 

it 
V* = Vo(Q) 

i 

(13) 

(14) 

Matching conditions must be applied as 0 -> —oo together with 
no-slip, impermeability, and no net density flux at the wall. 
The solution in both regions can be obtained analytically and 
matched together to determine the complete leading-order form. 

A comparison may be made with the numerical results using 
the asymptotic results 

B*(0 = 0, t) 

1) + (15) 

and 

WU® = 0, 0 = 
it\ iiT 

(Wl 1) . (16) 

Figure 2 compares the value of B * at the container wall with 
that predicted by the first two terms in the expansion (15) for 
W * = 0.5, S* = 0.5. The oscillatory behavior shown in the 
figure is not an artifact of the numerical method and can be 
related to the buoyancy frequency N. 

3 The a < 1 Container 

The relevant expansions for a container of the type shown in 
Fig. 1(c) are 

N o m e n c l a t u r e 

f2 = a typical angular 
frequency 

p = /9„ -I- p -}- p ' = the density field 
'p(z) = a stable linear 

stratification, | p | 

{r, 6*, ĉ } = a spherical polar 
coordinate system 

9 = a scaled boundary 
layer coordinate 

& = r9 G [0, —oo) = a normal bound­
ary layer coordi­
nate 

{z, R, (l>] = a cylindrical coordinate sys- Â ^ = - (g/po)pz = the Brunt-Vaisala 
tem 

a = the container is described by 
z^R" 

f = a nondimensional timescale 
p„ = a reference density 
p ' = a density perturbation, \p'\ 

frequency 
S = N^/U^ = the Burger number 

a = the Schmidt number 
Wg = flj/flf = the relative rotation 

rate as 0 -• —0° 
a = a. local wall-slope of 

the container 
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v,= rU(&,t) + ..., v^ = rW(@,t) + ..., (17) 

i;,, = Vi®, t) - 0J7(0 , t) + ..., 

P = r^P + .. ., (18) 

and © = rd, which follow from the scaling R ~ r with a -* 0. 
However, in this case there are two possible scalings for the 
buoyancy term B, namely 

S = r^-"S(0 , 0 + . - . , or B = r " 5 ( 0 , r) + . . . . (19) 

In the first of the above scalings, B is of sufficient magnitude 
for the density transport equation to remain coupled with the 
momentum equations. However, the Burger number, S, does 
not appear in the density transport equation in this case. The 
second scaling shown in (19) corresponds to balancing the B 
terms in the density transport equation with the inhomogeneous 
Burger-number term of SU. In this case the buoyancy is not of 
sufficient magnitude for the coupling term to be present in 
the f/-momentum equation and the density transport equation 
remains decoupled. We examine both cases individually in the 
following sections. 

3.1 The B ~ r^~" Case. When this choice of scaling is 
made for 5 , a substitution of 5 * = B + (W^ -S<,) simpHfies 
the radial momentum equation and the density transport equa­
tion and the term S* plays the role of the Burger number. S* 
is now defined solely in terms of the edge conditions as 5* = 
(Wl - Be)(2 - a). The boundary conditions for this system 
are as given previously. 

We observe that the only difference between this case and 
that of the conical container (as discussed by DFH) are the 
definitions of B* and S*, together with a change of coefficient 
in the density transport equation. 

3.1.1 The Parameter Space. Numerical investigation of 
this system reveals that the same three types of evolution that 
are found for the conical case of DFH are also obtained with this 
geometry of container. The asymptotic analyses of the growing 
boundary layer and the finite-time breakdown for this case are 
detailed below. We can categorize the behavior of the solution 
according to two parameters (as can be done for the a = 1 
case). For this particular geometry we observe that the relevant 
parameters are W,, and S (defined below). A schematic of this 
parameter space is shown in Fig. 3, and displays three distinct 
regions corresponding to the three evolutionary types. 

Region (i). 
The region (i) shown in Fig. 3 represents those parameter 

values for which an evolution to a steady state is achieved. 
There is a critical value of S*, denoted by 5?,;,, above which a 

steady solution cannot be located. We can consider the steady 
problem for a perturbation about this critical value by defining 

0.9S 

o.g 

0.85 

0.8 

.1 
f\ 
1 
1 

B*(@ = 

\ 
Asyn 

0,t) 

ptotic so ution. 

, _„ 

S* = S*,, + 6, (20) 

which leads to a two-layer solution with regions in which 0 ~ 
0 ( 1 ) and 0 ~ 0(6"'). The sign of 6 is determined as part of 
the expansion and therefore solutions can only be located on 
one "side" of the critical boundary ^li,. 

There is a natural substitution that arises in this expansion, 
which is 5 = 5* — (1 - a ) . Steady-state solutions can only 
be located for S < S^nt where 5„it = SZn ~ (1 - ex). 

We note here that when W^ > 1 unsteady calculations evolved 
to a finite-time breakdown even in the region for which a steady 
solution existed. 

Region (ii). 
^ The region (ii) in Fig. 3 consists of those values of S and 

We for which the solution fails at a finite time. The scalings 
involved in the breakdown process are as given by DFH with 
only a minor difference in the coefficients involved in the gov­
erning equations. The character of the breakdown process is 
therefore the same in this region of the parameter space as that 
presented for the conical container. 

A balancing of terms leads to an inner layer (rj = 0/(fo " 
t)"^)) with a lengthscale of 0 = 0(T"^) as r -» 0 (where r 
= to - t, and to is the time at breakdown). An analysis of this 
inner layer yields the following scalings 

(U, V, W,B*)'' = (r-'Ui{fi),T- 'Vi (^) , 

(21) 

Fig. 2 Comparison of S* 
S* = .5 

( 0 = 0, f) with the expansion (15); W, = .5, 

T - ' W , ( J 7 ) , r - ^ S , ( ^ ) ) ^ + . 

where T] = 0/(fo - 0"^- Substitution of these expansions into 
the governing equations yields a system of equations that form 
a nonlinear eigenvalue problem. These equations can be solved 
numerically by a finite-difference method with Newton iteration 
used to obtain the correct behaviour at f? = 0. We found that 
the simplest way to iterate to a non-trivial solution was to use 
an appropriately scaled solution to the full unsteady numerical 
problem as a starting point in the iterative procedure. The scaled 
velocity components and buoyancy in the 0 = 0((?o - 0"^) 
region decay algebraically Uke 

f/,, W, = 0(f?~^), y, = 0 ( 1 ) , B, = 0(7)-"), (22) 

as 7) ->• - 0 0 . 

There are also two other layers, a passive inner-layer (where 
0 ~ r~ ' ) in which the no-slip conditions are satisfied, and an 
outer layer (where 0 = 0 ( 1 ) ) . 

A comparison of the numerical solution to the system of 
equations valid in the fj = 0 ( 1 ) region and scaled numerical 
solutions to the full problem, is not presented here. As noted 
above, there is very little difference between the inner-layer 
equations for this geometry of container and those for the coni­
cal container. Therefore, the reader is referred to the figures of 
DFH for examples of the agreement between the asymptotic 
solution and the unsteady solution as f -• ?o for a = 1; similar 
results are found in this a < \ case. 

Numerical results indicate that the dividing boundary be­
tween the finite-time breakdown behavior and the growing 
boundary layer type of evolution is the curve 5 = (2 -
a)[M^e - 1] + 1. The appearance of this particular curve 
through parameter space as a boundary between evolution types 
is not arbitrary. We observe that for these parameter values 
there exist uniform B* solutions to the problem, which have a 
velocity field that is equivalent to that found for the correspond­
ing infinite rotating disk problem. 

Region (Hi). 
An analysis of the growing boundary layer follows in the 

manner of section 2. In the outer, r; = @l{t = 0 ( 1 ) , region 
we have the same scalings (11) - (12). 
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S A 9B* , - ,„ , ,-,dB* . 1 d^B* 
+ aUB* + V U = 

dt 9 0 a d@^ 
(24) 

Fig. 3 Different flow regimes for v = 1 

The inner solution is equivalent to that presented by DFH 
when S* is replaced by § in their analysis. The same fourth-
order shooting method that was applied by DFH can be applied 
here, showing excellent agreement with the numerics, although 
in the interests of brevity we do not present any figures of 
comparison here. 

The growing boundary layer scenario is found^ for those pa­
rameter values in the region § > max [ScntiW^; a), (2 -
a)[VV'̂  - 1] -I- 1} when W^ > 0. This region is denoted by 
(iii) in Fig. 3. 

3.2 The B ~ r" Case. When this choice of scaling is 
made for B we note that the momentum equations become 
decoupled from the density transport equation, which now in­
cludes a term that is dependent on the Burger number. 

The boundary conditions on the velocity components are as 
given previously, but the buoyancy must now satisfy BQ ( 0 = 
0, f) = 0 and B(0, 0 "-* 5^ as 0 -> -<». In this case the 
edge conditions for the azimuthal rotation and buoyancy can 
be prescribed independently since the large 0 form of the radial 
momentum equation determines the pressure constant to be P 

= Win. 
Obviously the initial value problem, from the point of view 

of the decoupled velocity components, is equivalent to that for 
the infinite rotating disk problem; see Von Karman (1921), 
Bodewadt (1940). However, a numerical investigation of the 
whole system suggests that two types of behavior can be found 
for the decoupled buoyancy. Eventually, for the B term, we find 
that a steady-state solution is achieved, or an exponential growth 
is obtained depending on the the sign of 1 - IV̂  (for W<, 
> 0). When the system undergoes a spin up, a steady state is 
achieved, but in the spin-down case an exponential growth of 
the buoyancy is found and presumably, in this case, the density 
transport equation will eventually recouple with the momentum 
equations. 

Since the numerical results suggest that W,, = 1 is a dividing 
boundary between evolution types, we begin by investigating 
the steady solution to the density transport equation when W^ 
= \ + 8.1a this case the velocity components can be written 
as 

U = 5u + ... 6v W= I + 6w + ..., (23) 

and a simple linearized solution is available. 
Now, considering the form of the density transport equation 

we see that it may be simplified (removing the Burger number 
dependence) by the substitutions 5* = S + aB^, and B* = (B 
- Be)/S*, to give 

The boundary conditions for this transformed buoyancy are 
Sf* ( 0 = 0, 0 = 0 and 5 * ( 0 , f) ^ 0 as 0 -• -«>. 

We can examine the steady states of (24) when W<, = 1 4-
S by using the solution (23). The solution in this linear limit 
has a double-layer structure consisting of a 0 = 0 ( 1 ) inner 
layer and a 0 = 0 ( 6 ' ) outer layer. In the inner layer the 
appropriate expansion for S is B = bo + 0(6), where the 
leading order term bo is a constant. Similarly, in an outer layer 
defined_by_0 = 6© = 0(l)_, we see that B = bo{&) + 0{6), 
where bo(&) = bo exp( — ( T 0 ) . 

Thus the steady solution to the density transport equation 
involves a lengthening boundary-layer scale as W, -> 1, and 
cannot be continued to ll̂ ^ > 1 (i.e., 6 > 0) because we find 
that © 6 [0, -oo), which leads to an exponentially growing 
solution. Thus a steady solution is eventually attained for W^ 
< 1, however, for Ŵ  a 1 no such steady solution is possible. 
Numerical results for the spin-down case show that the solution 
to the density transport equation grows with time. When t is 
sufficiently large for B* > U, we can find a solution to (24) 
in the form fi*(0, t) = S ( 0 ) exp(/uO. where ^ and B ( 0 ) are 
determined by an eigenvalue problem. 

Good comparisons between the large-time, exponential be­
haviour described above and unsteady computations with We > 
1 are readily obtained. 

3.3 A New Finite-Time Brealidown. Recent results sug­
gest that the parameter space diagram presented by DFH needs 
some modification for more general Schmidt numbers, cr. The 
numerical work of DFH was (mainly) presented for c = 1, 
and it was noted that the parameter space remained largely 
unchanged at higher Schmidt numbers. The regime a > 1 is of 
obvious practical importance since for a saline solution (as used 
in a typical laboratory experiment) the appropriate value is cr 
« 700. 

A preliminary investigation of the a > I limit suggested that 
the boundary layer separates into a thin buoyancy layer, in 
which the velocity components are Taylor series expansions 
from a thicker velocity boundary layer. The most significant 
effect from the point of view of the parameter space diagram 
was a shift of S^n, the boundary that separates the steady state 
region from the growing boundary-layer region, to lower values 
of S*. Recently, however, numerical computations of the gov­
erning boundary-layer equations (with a = 1) for parameter 
values approaching W, = 1, and at more general (larger) values 
of (T, have revealed an interesting breakdown. A typical example 
of the breakdown is shown in Fig. 4, which shows profiles of 
W(0, 0 as f ->• ^0, the time at breakdown. A comparison of this 
figure with similar results for the finite-time singularity obtained 
in the IV,, > 1, S* < W^ region (as presented by DFH) reveals 
no similarities. 

This new class of evolution is present in the case discussed 
in Section 3.1, although we have not shown the new region on 
Fig. 3 since no exact method of determining the boundary in 
parameter space has yet been discovered. It seems likely that the 
evolution is governed by a complex stability/existence problem 
involving the steady state solutions to the boundary-layer equa­
tions. No detailed analysis of the steady states and their stability 
has been performed, and this is an area that we hope to discuss 
in the near future. We should also note that even the stability 
problem for steady solutions to the swirling (homogeneous) 
flow above an infinite rotating disk has some unresolved compli­
cations (Bodonyi and Ng, 1984). 

4 Discussion 

We have extended the analysis of the boundary-layer problem 
discussed by DFH to include a more general class of axisymme-
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-0 
Fig. 4 An example of a new finite-time breal<down at S* = 0 ,1^, = 0.9, 
a = 1 and a = 700 

trie container. The analysis is valid near the container walls and 
away from the axis of rotation. We place no bounds on the size 
of the change in rotation rate for the container, but do require 
that the final rotation is in the same sense as the initial rotation 
(i.e., W, > 0). 

It was noted by DFH that the parabola S* = 'W\ corresponds 
to considering the equations governing the homogeneous swirl­
ing flow above an infinite rotating disk. In fact, in a typical 
laboratory experiment with a linearly stratified fluid in a conical 
container, the 5* < W'i region of parameter space corresponds 
to a statically unstable interior stratification. Since we are only 
considering the boundary layer however, we do not restrict the 
parameter space, but do recognize that it must be interpreted 
correctly when applied to a specific experimental investigation. 
Nevertheless, it must be noted that the finite-time breakdowns 
discussed for nonlinear spin down {W^ > 1) occur over rela­
tively short timescales; typically within just a few background 
rotations even when the parameter values are only slightly 
within the breakdown region. It may therefore be possible for 
this mechanism to dominate in some local region of a typical 
laboratory experiment. 

For the container type shown in Fig. 1(a) we have shown 
how the boundary-layer equations can be reduced to a form 

similar to those obtained in the a = 1 case but without the 
advection terms. There are no nontrivial steady solutions and 
at all points in parameter space (S*, Wg > 0, foi a fixed) we 
find a growing boundary layer that can be described in terms 
of a double-layer structure for large times. 

For the container type shown in Fig. 1(c) we have shown 
that there are two possible scalings that can be applied. If we 
scale the buoyancy in such a way that the density transport 
equation remains coupled to the momentum equations then we 
find an overall behaviour that can be described in the same 
manner as the conical container (after an appropriate redefini­
tion of the parameters involved). In this case we find all three 
evolution types; a steady state, a growing boundary layer, and 
a finite-time singularity (of which there are two types). When 
scaling the buoyancy to balance the Burger number term in the 
density transport equation we find that an increase in the rotation 
rate of the container leads to both steady velocity profiles and 
a steady buoyancy profile across the boundary layer. When the 
rotation rate of the container is decreased however, we find that 
an exponential growth of the buoyancy term can occur and, 
presumably, after sufficient growth has occurred we cannot ne­
glect the coupling effect between the momentum equations and 
the density transport equation. 
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Nonlinear Spin-Up of a Rotating 
Stratified Fluid: Experimental 
Method and Preliminary Results 
We consider the nonlinear spin-up of a rotating stratified fluid in a conical container. 
An analysis of similarity-type solutions to the relevant boundary-layer problem {Duck 
et al, 1997) has revealed three types of behavior for this geometry. In general, the 
boundary-layer evolves to either a steady state, a growing boundary-layer, or a finite-
time singularity depending on the initial to final rotation rate ratio, and a ' 'modified 
Burger number.'' We emphasize the experimental aspects of our continuing spin-up 
investigations and make some preliminary comparisons with the boundary-layer the­
ory, showing good agreement. The experimental data presented is obtained through 
particle tracking velocimetry. We briefly discuss the qualitative features of the spin-
down experiments which, in general, are dominated by nonaxisymmetric effects. The 
experiments are performed using a conical container filled with a linearly stratified 
fluid, the generation of which is nontrivial. We present a general method for creating 
a linear density profile in containers with sloping boundaries. 

1 Introduction 
The readjustment (spin-up) of a rotating fluid subsequent 

to an abrupt change in rotation rate of the bounding walls is 
a fundamental problem that has both geophysical and industrial 
relevance. The spin-up problem for homogeneous fluids has 
received a great deal of attention; see for example Greenspan 
and Howard (1963), Greenspan (1968), Wedemeyer (1964) 
and Greenspan and Weinbaum (1965). The level of interest 
can perhaps be attributed, apart from obvious practical applica­
tions, to an ability to pose the problem in terms of a very 
simple geometry. The linear analysis of Greenspan and How­
ard (1963) showed that the influence of the container geometry 
was minimal, and that the essential physical mechanisms are 
present in the unbounded flow between two infinite parallel 
planes. 

The next obvious extension to the large body of work con­
cerning spin-up mechanisms was to include the effect of density 
stratification. Attention has centred on the problem of spin-up 
within a circular cylinder (for both multi-layer and Unear den­
sity gradients), with some debate over the results of the initial 
investigators. The correct description of the linear spin-up pro­
cess was later presented by Walin (1969) and Sakurai (1969), 
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who predicted that the effect of the stable stratification was to 
restrict the recirculation of fluid from the Ekman layers to a 
localised region near to the horizontal boundaries. The effect 
of this localised spin up is to create a quasi-steady state, which 
has a linear shear in the horizontal velocity component. 

The recirculation process and penetration of the fluid ejected 
from the Ekman layers into the interior flow is governed by the 
ratio of buoyancy and Coriolis forces, as determined by the 
Burger number, S = N^/U^, where N^ = —{g/p„)d'p(z)/dz is 
the Brunt-Vaisala frequency (p„ and p(z) are a reference density 
and stable linear stratification respectively). This localized read­
justment near to the horizontal boundaries eventually ceases as 
the difference in (local) angular frequency between the Ekman 
layer and adjacent fluid decreases. Therefore, a quasi-steady 
localised spin up is achieved on the fast £ " " ^ 0 " ' timescale 
with a reduction to solid body rotation on a viscous timescale 
E^^D.'^; see for example Spence et al. (1992). When discussing 
stratified spin-up problems care must be taken concerning the 
definition of spin-up time. Since the readjustment is localised 
and thus position dependent, it is possible to achieve a flow 
that matches the new conditions very quickly in some regions 
of the container (notably adjacent to the horizontal boundaries). 
Nevertheless, on defining the (global) spin-up time to be that 
at which the bulk of the fluid has adjusted to the new conditions, 
we conclude that the time taken for a stratified fluid to spin 
up is 0(E~"^) longer than for the equivalent homogeneous 
problem. 
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The linear, stably stratified spin-up problem for a circular 
cylinder is obviously a rather specialised problem. In particular, 
it is unclear how the effects of density stratification, nonlinear-
ity, background rotation and a more general container geometry 
will interact. One would intuitively expect that the introduction 
of boundaries that are neither perpendicular nor parallel to the 
vertical axis will establish a flow in which the effects of buoy­
ancy are coupled into the usual Ekman boundary-layer. Until 
recently very little work has been presented concerning buoy­
ancy effected Ekman layers, see for example MacCready and 
Rhines (1991) and Duck et al. (1997), subsequently referred 
to as DFH. 

The analysis of Duck et al. considered (theoretically) the 
unsteady, nonlinear, boundary layer arising on the sloping wall 
of a conical container undergoing a spin-up to a final rotation 
that is in the same sense as the initial rotation. Their analysis 
showed that nonlinear changes in rotation rate can provide at 
least three qualitatively different evolutions. For the form of 
axisymmetric solutions considered, the eventual behaviour is 
either a steady state, growing boundary-layer or a finite-time 
singularity. Which of these three classes of evolution is obtained 
is determined by a two-dimensional parameter space (for fixed 
a\ the ratio of coefficients of momentum and density diffusion), 
involving the ratio of initial to final rotation rates (IVJ and a 
modified Burger number (5*); we reproduce the parameter 
space diagram of DFH in Fig. 1. This redefinition of the Burger 
number. 

S* = '^1-^ sin OL{S sin a - B,), (1) 

removes any dependence on the cone half-angle, and imposed 
pressure from the governing boundary-layer equations. Here, 
Be denotes a buoyancy perturbation at the boundary-layer edge. 
We note that B^ < S sin a leads to 5* > W^ and thus an 
evolution to a finite time singularity, of the form discussed by 
DFH, can only be located for an "edge-buoyancy" above this 
critical value. The parameter space diagram presented in Fig. 1 
is for Schmidt number of unity, for a saline solution the Schmidt 
number is much larger (a w 700), which moves the boundary 

5 *i, toward 5* = 1. 
In Section 2 we briefly describe the experimental setup used 

to investigate the boundary-layer development, and also discuss 
(Section 2.1) the technique used to generate a linear density 
gradient within the cone. The global spin-up of a homogeneous 
fluid (with a free surface) in this geometry is a nontrivial prob­
lem that has not been fully addressed, however, we are mainly 
concerned here with only the boundary layer development and 
its comparison to the theoretical predictions made for an infinite 
container. In Section 3 we make some comparisons between 
the nonlinear boundary-layer theory of DFH and our experimen­
tal data. Finally, in Section 4 we discuss the qualitative features 
of spin-down cases and also the nature of the spin-up process 
(not only the boundary layer) in the bulk of the fluid. 

Spin up Spin down 

Fig. 1 Parameter space for o- = 1.0 

2 Experimental Setup 
A schematic of the experimental apparatus is shown in Fig. 

2. The fluid within the cone is seeded with particles of a mean 
diameter less than 250 microns, then the unsteady evolution of 
the flow is visualized by illumination of these particles with a 
horizontal light sheet. The larger volume of unseeded fluid 
shown in Fig. 2 is used to reduce the optical difficulties associ­
ated with maintaining a horizontal light sheet through the con­
tainer. 

Density information is gathered with an aspirating conductiv­
ity probe that measures vertical density profiles near to the axis 

- CCD camera 

Light slieet E : 
/m\ — 

Sliooting probe 

»— Support structure 

— Seeded fluid 

~— Unseeded fluid 

100cm 

Fig. 2 Apparatus 

Nomenclature 

Q = a typical angular W^ = O./fi/ = the ratio of initial and fi- N^ = ~(g/po)dp/dz = the Brunt-Vai-
frequency 

p = p„ + p + p' =the density field 
p(z) - a stable linear strati­

fication, 1̂ 1 « p„ 
a = the half-angle of the 

conical container 
S = N^/fl^ = the Burger number 

a = the Schmidt number 

nal rotation rates 
u; = a local angular frequency 
h- a typical lengthscale 

Po = a reference density 
/9' = a density perturbation, 

\P'\ <Po 

sala frequency 
B = g(p'/pa)/{Q^h) = a nondimen-

sionalized 
buoyancy 

E = (ly/ilh^) = the Ekman num­
ber 

S* = the modified 
Burger number 

r = a rotation num­
ber, T = Qft/ln 
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of rotation. In some experiments the profile was monitored at 
intervals throughout the readjustment phase and therefore mea­
surements were restricted to the near-axis region; since this is 
the area of least fluid velocity this minimises any disturbance 
caused by the measurement action. 

Typical laboratory parameter values used in this investigation 
are, 

0.08 =:/! s 0.11 m, i / « lO"** m ' s " ' , 

0 < TV" s 5 s -^ a = 700, 

7r/10 < n < 7r/4 rad s" ' , a = 7r/4. 

From the above data we see that a typical Ekman number is E 
~ 2 X 10"*, for which we would expect stratified and homoge­
neous spin-up times of the order of 2 hours and 100 seconds 
respectively (for an angular frequency Q, = TT/S). 

The height of the free surface above the apex of the container 
(measured while the container is at rest) was maintained at a 
constant 16.5 ± 0.2 cm throughout the experiments. 

For moderate values of the buoyancy frequency, N, there was 
no evidence of any mixing or layering in the density profile 
during the experiments discussed below. In the homogeneous 
limit, A' <̂  I, or equivalently when rotation effects dominate 
the dynamics, some small changes in the final measured profiles 
could be observed when compared to the data obtained prior to 
the rotation change; these effects are not thought to be signifi­
cant in the cases we present here. 

2.1 Generating Linear Density Profiles. To compare ex­
perimental results with the theoretical predictions on anything 
other than a local-analysis basis, care must be taken to generate 
linear density gradients that have a relatively constant buoyancy 
frequency. The traditional technique for creating a linearly stra­
tified fluid is that suggested by Oster (1965), however this 
method relies on the container that is to be filled having a 
constant cross section. Using the double reservoir technique for 
a conical container (or any other more general axisymmetric 
container) yields profiles that, although repeatable, have a buoy­
ancy frequency that varies with depth. Nevertheless, it is possi­
ble to construct a filling apparatus that is capable of generating 
linear density gradients in a conical container by modifying the 
approach of Oster. 

We consider a conical container with a sidewall at an angle 
a to the horizontal, and a vertical coordinate system z, defined 
so that the apex is at z = 0 and the open top of the container 
is at z = /i > 0. If the required density profile for our experi­
ments is such that p {z = h) = p, and p (z = 0) = p,,, then 

p(z) = P,+ y(h - z), (2) 

where y = (pi, - p,)lh. The total volume of the container is 

K 
3 

(3) 

where b is the radius of the container at height z — h, therefore 
b = h cot a. 

Obviously, when filling the container, time is a passive pa­
rameter and any general technique will be best discussed in 
terms of fluid levels and volumes. In particular, for the cone 
defined above, we see that after a volume V has been transferred 
from a filling apparatus to the container, the fluid level in the 
cone is at z = t, where 

h = 
3"^ tan" a 

(4) 

D 

H M 

L,(y) Aw 

/ a H 
!>' 

y=D 

Peristaltic pump 

Fig. 3 Side view of the filiing tani< 

the base (if too close to the apex, a jet-like outflow from the 
filling tube can result in non-localised mixing). The density of 
fluid withdrawn from the filling tanks is then increased as the 
container fills, causing the initial fluid (of density p,) to be 
displaced towards the upper levels. Because of this displacement 
of fluid caused by subsequent filling, the required density of a 
fluid element withdrawn from the filUng apparatus when the 
fluid level in the cone is given by (4) is 

where 

p(h) = p, + y(h - h). 

h = {h' - h'y 

(5) 

(6) 

Thus, after removing a volume V from the filling apparatus, we 
require that the next element of fluid withdrawn has a density 
p(h), where 

p(h) = p,-y[h'-h'] (7) 

Now we can consider a filling tank as shown in Fig. 3, the 
dimensions of which are (D X D X D), where D is chosen 
such that the total volume of the filling tank is equal to that of 
the conical container, thus D = Vl^ - h/3~"^ where /3 = 3 
tan" a/n. The filling tank is divided into two separate regions 
by a partition defined by L/,(y). Each sub-volume {V, and V,,) 
is filled to the (open) top of the tank with a fluid of density p, 
and ph, respectively. Near the base of each sub-volume is an 
outlet, which are connected together and lead to a peristaltic 
pump. The pump is used to fill the conical container at a rate 
that is slow enough to maintain an equal depth of fluid in each 
sub-volume of the filling tank. The shape of the internal partition 
must be chosen so that the density of fluid withdrawn from the 
tank varies in the manner required to generate a linear profile 
in the cone. 

Rewriting p(h) as a function of the volume removed from 
the filling apparatus, V, we see that 

p(h) = p(V):=p,-ylh'-pV]' (8) 

To obtain this density we must have a partition, as shown in 
Fig. 3, that divides the container in the following manner. 

The practicalities of filling from above via a float mechanism 
are rather involved in a conical geometry, therefore we use a 
displacement technique. A small diameter tube is placed along 
the axis of the container until within just a few millimeters of 

D 
= P(V), (9) 

or equivalently, since L, == D — L/, 
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--{•-(^7T '-
Therefore, in terms of the vertical coordinate y shown in Fig. 
3, since V = D''(D - y) and D' = h'//3, 

% Q 

L>^(y) = ^ 1 1 - 1 5 (11) 

Although at first sight the wall angle a does not appear in the 
definition of the partition shape, the dependence is obviously 
included in the overall volume of the filling tank, as defined by 
D. 

The required partition shape for the filling tank, as given by 
(11), is, in hindsight, an intuitively obvious result. Reconsid­
ering the double reservoir technique, we can see that the two 
tanks are equivalent to a diagonal partition in our approach, 
that is Li(y) = y. Therefore, for a container with a constant 
cross section, the fluid level will rise linearly with the volume 
removed from the filling tank, and since a diagonal partition 
causes the density of fluid withdrawn from the tank to increase 
proportionally with the volume removed, the final result is a 
linear gradient. For a conical container, the geometry is such 
that the fluid level in the cone rises like the cube root of the 
volume withdrawn from the filling tank. Therefore, to compen­
sate for the conical geometry, we must alter the partition in 
order to provide a fluid density that also varies like the cube 
root of the volume withdrawn. 

The above technique can be applied with few differences to 
any more general container; for axisymmetric containers the 
approach is essentially the same with just the volumes altered 
to the integral representation for a volume of revolution. In 
particular, it is hoped that the present experimental study will 
progress to more general axisymmetric containers, and cases 
for which there are discontinuities in the local angle of the 
container walls. This approach to generating linear gradients is 
particularly useful for some classes of container with discontin­
uous wall slope (for example, a cylindrical container with a 
conical base) since a filling tank can be constructed by a simple 
piecewise addition of the appropriate partition shapes. This tech­
nique may also be useful in applications where specific, non­
uniform, profiles (even in containers with vertical sidewalls) are 
required to model particular industrial or geophysical problems. 

3 Comparison With the Theory 

It is possible to make a preliminary comparison between the 
particle tracking data obtained from spin-up experiments and 
the predictions of the DFH boundary-layer analysis. However, 
the coordinate system and nondimensionalization utilized in the 
theoretical approach needs some consideration before a direct 
comparison can be made. Care must be taken in making the 
appropriate conversion from the spherical polar coordinate sys­
tem of DFH to the cylindrical polar coordinate system typical 
of a laboratory experiment. 

To compare the results of the DFH boundary-layer analysis 
with those of the particle-tracking experiments we can examine 
a normahzed, nondimensional angular frequency, u (relative to 
a rotating frame of reference fixed with the container), against 
a nondimensional radial coordinate, r, (relative to the axis of 
rotation) at nondimensional times!, where we define 

u!(r,J) = flf(l - W(&, ?))/|0,- - n^l, (12) 

r= 1 - ^ /2F" '0 , (13) 

E = \l2u/(nfh^), (14) 

7=72? . (15) 

(a) 
...... 

T=16°\ 

^^ 

o\ T Yf 

0.2 0.4 

(b) 

"0 

T=16° 

- , , 

m >. ''xN 

^ \ w \ 

a \ 

\ 1=2 

x \ +\ 

K\A\ 
°= \ \ A \ 

D\Vl\ 

Fig. 4 A comparison between experiment and boundary-layer analysis 
predictions at T = 2, 4, 8, 16. ASl = |n, - n , |, n, = 0 s % n , = OT/5 S"' 
(spin-up from 0 - 6 rpm). (a) W^ = 2.5 s" (S' = 6.3), (b) W = 4.4 s"^ 
(S* = 11.2) 

In Fig. 4 we present some comparisons of the normalized, 
local angular frequency obtained from particle tracking (the 
data points) with the corresponding prediction of the boundary-
layer analysis at cr = 700 (the solid lines). The theoretical 
results are presented in the form (12) - (15) above. The data 
points shown in the figure are a segmented average of the parti­
cle tracking data obtained over the quarter of the cone viewed 
by the camera. The tracking interval over which the data is 
acquired is typically one or two seconds, depending on the 
particle density (in the sense of particles per unit area) within 
the light sheet. The camera used in the particle tracking process 
is mounted in the frame of the conical container, therefore the 
local angular frequency presented in the figure has tj = 0 at 
the boundary r = I and a; = 1 in the interior r < 1 (for 
sufficiently small times). 

The two comparisons presented in Fig. 4 are for a spin up 
from rest to a final angular frequency of six revolutions per 
minute, corresponding to We = 0 in the notation of DFH; obvi­
ously this flow is dominated by nonlinear effects. The buoyancy 
frequency is A'̂  = 2.5 s~^ in Fig. 4(a) and A'̂  = 4.4 s"^ in 
Fig. 4(b), corresponding to (on taking 5^ = 0 for an initial 
comparison) S* = 6.3 and S* = 11.2, respectively. These two 
comparisons (5(a) and 5(b) represent a best and worst case, 
respectively, for the experiments performed. 

The comparisons shown in Fig. 4 are over a timescale compa­
rable to that required for homogeneous spin-up and there is 
clearly a remarkable level of quantitative agreement. The theo­
retical predictions of DFH are made with a boundary layer 
approximation, which, as can be seen from Fig. 4, is difficult 
to justify over any significantly larger timescale. 

Although it is difficult to verify experimentally, the level of 
agreement between experiments (which cover a range of fluid 
depths) and theory suggests that the similarity solutions intro­
duced by DFH were reaUsed throughout the majority of the 
fluid depth. 
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3.1 Experimental Error, In the above comparisons we 
have taken B^ to be zero, effectively ignoring any density pertur­
bation to the linear, interior stratification. Thus it is possible for 
S* to deviate from the values at which the comparisons have 
been made if B^ is sufficiently large. Similarly, S* depends on 
N, and the buoyancy frequency value that is used to define S* 
is a local value at the light sheet level, measured while the 
container is at rest (the variation in N with z is negligible, away 
from the apex/free surface, for profiles generated by the method 
of Section 2.1). In none of the results have we allowed for the 
variation of the kinematic viscosity possible at high salinity 
levels, which, as noted by MacCready and Rhines (1991), can 
be as much as 10 percent for the range p e [1000, 1100] kg/ 
m ^ 

The length scale used in the non-dimensionalisation process 
is the radius of the light sheet (or equivalently the apex to light 
sheet distance since a = 7r/4). This is determined by using the 
aspirating probe (whose position is known to ±1 mm) to mea­
sure the z-position of the top and bottom of the light sheet and 
then averaging the two values. At the center of the conical 
container the light sheet is approximately 6 mm deep since 
some divergence is unavoidable. 

We do not give any quantitative measure of the errors in­
volved in the tracking process, or for deviations from a constant 
rotation rate of the table, and deformation of the free surface 
by centrifugal effects. There is little evidence that any of the 
above discrepancies in the experimental setup play a significant 
role in the dynamics of the boundary layer on the timescale we 
are considering. 

4 Discussion 

It has been shown that an analysis of the unsteady, nonlinear, 
boundary-layer equations, as presented by DFH, makes predic­
tions for the spin-up of a linearly stratified fluid in a conical 
geometry that are in good quantitative agreement with experi­
mental results. Agreement has been found over a wide range 
of parameter values, and (although not discussed above) when 
the modified Burger number is sufficiently small there is also 
some evidence of a sustained Ekman transport near the container 
wall, which is also in agreement with the parameter space dia­
gram presented in the boundary layer analysis (region (i). Fig. 

1). 
The preliminary results presented above only show cases for 

which the rotation rate of the container has been increased and 
remains in the same sense as the initial rotation; corresponding 
to 0 < IV̂  < 1. We must note that the axisymmetric boundary 
layer analysis, although very successful in the spin up cases, 
does not provide even qualitative agreement with the experi­
ments (in general) when W^ > I. These spin down cases are 
of particular interest since an analysis of the boundary-layer 
equations indicates that a finite-time singularity is possible, with 
an eruption of fluid from the boundary layer into the interior. 

For values of W^ > 1 with W^ — I -^ I ii is possible to 
obtain results that can be matched to the growing boundary layer 
scenario (especially forN> 1). Nevertheless, for a general 
(although still moderate) spin down experiment, the flow 

evolves through a transient stage dominated by what appears 
to be a centrifugal instability (i.e., a Taylor-Gortler instability). 

There are a number of questions that remain unanswered in 
this work, in particular concerning the importance of the con­
tainer geometry, a description of the physical mechanisms in­
volved in the spin down process, and an analysis of the global 
spin up problem. The details of the global spin-up of fluid in 
such a conical container will be reported subsequently. Even 
for the case of a small-H change in a homogeneous fluid this 
geometry presents some new challenges owing to the absence 
of side-wall layers in the usual sense. Nonetheless, that analysis 
has been done, and spin-up occurs on an E^^'^Q~^ time scale 
as one would expect. The mechanism for stratified spin-up for 
small changes in fi appears to be that discussed in Walin (1969) 
and in Spence et al. (1992). However, the nonlinear case is 
more problematic. Provided the spin-up occurs with the bound­
ary-layer parameters in region (i) of Fig. 1, the mechanism 
appears to be essentially that of the linearised situation: Owing 
to a mismatch in flux of fluid in layer on the sloping wall and 
in the free-surface boundary layer, an eruption occurs in the 
upper corner of the container where those layers meet. That 
erupting fluid, with its larger angular momentum, enters the 
interior of the cone, but stratification effects distribute that mo­
mentum differentially in height. Only on a diffusive time scale, 
€(E""^il~^), is that angular momentum made uniform in 
height, completing the spin-up. However, for spin-up (or spin-
down for that matter) in zones (ii) or (iii) of Fig. 1, the way 
in which the boundary layer imparts its new angular momentum 
to the fluid bulk, and the time scale over which that happens, 
is much less clear and is the subject of future work. 
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Flow Structure in a Rayleigh-
Benard Cell Upon Impulsive 
Spin-Up 
We investigate convection in a cylindrical Rayleigh-Benard cell with radius-to-height 
ratio r = 2- The cell is subjected to impulsive spin-up about its vertical axis. We use 
TLC (thermochromic liquid crystal) imaging for temperature field measurements and 
PIV (particle image velocimetry) for velocity reconstruction of the transition in the 
range of Rayleigh numbers R from 5 X 10^ to 5 X 10^ and dimensionless rotation 
rates flfrom 0 up to 8 X W*. The initial (at rest) and the final (in steady rotation) 
states of the system are those of turbulent convection. The most persistent transient 
feature is a well-defined ring pattern characterized by a decrease in temperature, 
axial velocity directed downward and high azimuthal shear. The latter leads to 
formation of an azimuthally regular structure of Kelvin-Helmholz vortices. During 
the final stage of the transition, this vortical structure loses azimuthal regularity and 
an irregular pattern of vortices characteristic of turbulent rotating convection forms. 

1 Introduction 

Rayleigh-Benard convection has received considerable scien­
tific attention because of its importance for a very wide range 
of applications—from astrophysics to engineering, and because 
it provides a convenient model problem for investigations of 
phenomena from pattern formation (Cross and Hohenberg, 
1993) to strong turbulence (Siggia, 1994). A fluid layer of 
height d heated from below and cooled from above remains 
stable and transmits heat by thermal diffusion only if the temper­
ature difference across the layer AT does not exceed a critical 
value Ar^. For AT > Ar^, buoyancy-driven convection takes 
place in the layer, and heat is transported through it by a combi­
nation of diffusion and advection. The dimensionless parame­
ters that govern the state of the flow in the simplest case of 
Rayleigh-Benard convection are the Rayleigh number R, repre­
senting the amount of potential energy in the fluid, and the 
Prandtl number a determined by the properties of the fluid: 

ag/lTd' V 
K •— , cr — ~ , 

UK K 
(1) 

where a is the coefficient of thermal expansion, g is the acceler­
ation of gravity, u is the kinematic viscosity of the fluid, and K 
is the fluid coefficient of thermal diffusivity. Another dimen­
sionless parameter of importance is the aspect ratio T = ro/d 
between the vertical and characteristic lateral dimensions (the 
latter being, for instance, the radius of a cylindrical convection 
cell To). 

For Rayleigh numbers far above the onset of convection, R 
==; 10', convection is characterized by thermal plumes erupting 
from thin thermal boundary layers near the upper and lower 
boundaries. These thin layers control the convective heat trans­
port (Siggia, 1994) because the interior flow is vigorously 
mixed by the turbulent flow which is only suppressed near the 
boundaries. High precision experiments on convection in he­
lium gas demonstrated that scaling of heat transport with R was 
different from the classical scaling predictions. The two main 
alternatives to the classical picture are the mixing-zone theory 
of Castaing et al. (1989) and the large-scale circulation theory 
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of Shraiman and Siggia (1990). The latter suggests that the 
interaction of the shear flow generated by large-scale circulation 
with the thermal boundary layers is responsible for the observed 
heat transport scaling. A tremendous amount of recent experi­
mental work has failed to unequivocally support a single theo­
retical description of turbulent convection which remains a chal­
lenging problem in the physics of fluid turbulence. 

The above is a very brief outline of the general problem of 
Rayleigh-Benard convection. To this one can add a number of 
ingredients that extend the problem of convection in a variety 
of interesting directions. In particular, Rayleigh-Benard convec­
tion in a rotating reference frame represents the characteristic 
features of many problems in diverse areas such as astrophysics, 
geophysics and engineering, and has been the subject of numer­
ous studies. Rotation adds the influence of the Coriolis force 
whose strength is measured by the dimensionless rotation rate, 
n = Qsod^lv where fio is the angular rotation rate about the 
vertical axis. The second force added by rotation is the centrifu­
gal one that is either ignored completely as much smaller than 
the gravitational acceleration or conversely takes the place of 
gravity as the dominant source of buoyancy in the fluid. Here 
we consider the case of very weak centrifugal acceleration. 

The linear stability analysis for rotating convection was car­
ried out by Chandrasekhar (1953), and since the first experi­
mental work of Nakagawa and Frenzen (1955), there have been 
many investigations of rotating convection, most of which are 
reviewed by Boubnov and Golitsyn (1995). In rotating turbu­
lent convection, the main flow feature is the presence of vortices 
(plumes) with cyclonic or anticyclonic cores corresponding to 
converging or diverging flow, respectively, near the top and 
bottom boundaries. The number of vortices grows with the rota­
tion rate (Boubnov and Golitsyn, 1986; Sakai, 1997). Several 
authors have reported the formation of regular structures in the 
flow if the rotating convection cell is subjected to rapid changes 
in either R (Dikarev, 1983; Zhong et al., 1993) or fi (Boubnov 
and Golitsyn, 1986). Formation of axially regular features upon 
rapid spin-up from rest of the convection cell is the subject of 
the current study. We present time sequences of instantaneous 
temperature maps and velocity fields in the plane adjacent to 
the top of the cell that show the presence of rings of down-
welling cold flow characterized by an abrupt change in azi­
muthal velocity. Our earlier investigation (1998) shows that the 
number of such rings grows with the final rotation rate and also 
depends on the Rayleigh number. As shear develops across 
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Fig. 1 Experimental setup./t—camera, S—cooling manifold, C—illumi­
nated section of the cell, D—bottom plate with heater 

the rings, Kelvin-Helmholz instability causes vortex roll-up, 
leading to destruction of the rings. 

2 Experimental Details 
A cylindrical Plexiglas cell of radius ra = 6.35 cm and height 

d = 12.7 cm is placed on a rotating table. The bottom boundary 
of the cell is an anodized aluminium plate attached to a disk-
shaped heating element with the radius equal to that of the cell. 
The top boundary of the cell is a transparent sapphire window 
separating the cell from a cooling manifold through which tem­
perature-controlled water is circulated. Thus, the top boundary 
of the cell is maintained at constant temperature T,, while at 
the bottom boundary the heat current into the cell is constant, 
resulting in approximately constant bottom temperature T,, in 
steady rotating convection. A lighting system produces a thin 
(~3 mm) sheet of white Ught which illuminates horizontal 
sections of the cell, and a color digital video camera is posi­
tioned on the rotating table above the cell. Figure 1 presents a 
schematic view of the cell. 

In the plane of the light sheet, instantaneous fields of tempera­
ture and horizontal velocity can be acquired. For temperature 
field acquisition, the flow is seeded with 5-/^m microcapsules 
with thermochromic liquid crystals (TLC). TLCs selectively 
reflect incident white light and, within the range of their color 
play, the wavelength of the color they reflect varies monotoni-
cally with temperature, red corresponding to the lower end of 
the color play range, and blue to the upper. Thus, color digital 
images of the light sheet illuminating the flow in the cell seeded 
with TLC microcapsules can be converted to temperature maps 
by extracting their hue component and mapping the hue of each 
pixel to temperature. For velocity acquisition, we seed the flow 
with neutrally buoyant ISO-jxm polystyrene microspheres and 
apply the standard particle image velocimetry (PIV) technique 
to recover velocities from microsphere displacements between 
consecutive frames of digital video images of the flow. Details 
of TLC temperature mapping and PIV velocity acquisition in 
application to this problem, as well as the accuracy of both 
techniques, are discussed elsewhere (Vorobieff and Ecke, 
1998). The error in temperature reconstruction does not exceed 
0.1°C. We used a digital PIV system capable of acquiring thirty 
640 X 480 frames per second. The spatial resolution of this 
system limited the size of the grid for the velocity data recovered 
to 27 by 27—sufficient to resolve the larger-scale features of 

Q x l O ' 

Fig. 2 Azimuthally regular spin-up patterns for R = 5 x 10', 2 x 10° 
and 5 x 10°. Single line—one ring, double line—two rings, triple line— 
three rings. 

the flow with 99 percent accuracy, but unable to recover infor­
mation about features of sizes 0.5 cm and smaller. 

3 Observations 
Upon spin-up, we observe a variety of transient flow patterns, 

often azimuthally regular. Figure 2 shows a summary of the 
latter in R - Q, parameter space. 

Prior to discussing Fig. 2, let us consider a typical sequence 
of transient velocity/temperature maps for i? = 2 X 10* pre­
sented in Fig. 3. The cell undergoes impulsive spin-up from 
rest to a dimensionless Q = 1.9 X 10*. Velocity and temperature 

Velocity Velocity magnitude 
(normalized) 

• lOmm/s 

Ifempernture 

Fig. 3 Maps of instantaneous horizontal velocity (left column, velocity 
scale indicated for each map), velocity magnitude (center column, nor­
malized by maximum velocity for each map) and temperature (right col­
umn) of spin-up to n = 1.9 X lO"* at R = 2 X 10°. Dimensionless times 
are indicated in the figure. 
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were acquired in two separate runs of the experiment under 
identical conditions, but with different seeding particles. In both 
runs, the horizontal light sheet was positioned adjacent to the 
top boundary of the cell. The time in Fig. 3 has been nondimen-
sionalized with the Ekman spin-up time TE = dHvVlo, the 
characteristic time scale for the spin-up of a cylindrical con­
tainer of isothermal fluid to a state of solid body rotation. 

Immediately before spin-up (Fig. 3, IITE = 0), the flow is 
dominated by upwelling plumes of hot material separated by 
elongated zones of cool downwelling flow clearly visible in the 
temperature map. The characteristic velocity due to turbulent 
convection before spin-up is of the order of 2 mm/s. Upon spin-
up {IITE = 0.03), the azimuthal velocity imparted to the water 
in the cell in the layer adjacent to the horizontal walls is of the 
order of iljyro = 58 mm/s. In the rotating reference frame, this 
corresponds to the core of the cell being in solid-body rotation 
with azimuthal velocity growing linearly with distance from the 
axis of the cell and then decreasing to zero in the area near the 
wall. The velocity distribution closely matches that predicted 
and measured by Weidman (1976a, b) for impulsive spin-up 
of a cyUndrical cell without convection. It is also noteworthy 
that at the early stages of spin-up all the structures in the temper­
ature field near the top of the cell are destroyed. As the flow 
evolves, colder fluid accumulates at the outer perimeter of the 
cell due to large-scale centrifugally-driven flow. At dimen-
sionless time I/TE ~ 0.4, a thin cold ring forms at a radius r̂  
— |ro. Formation of this ring is also associated with changes 
in the velocity field: the ring corresponds to a local minimum 
in the velocity profile (Fig. 3, I/TE = 0.53). This feature of the 
velocity field is specific to spin-up with convection—neither 
Weidman's solution (1976a) nor the experiments produce ve­
locity profiles with local minima for the non-convective spin-
up problem. The next stage of the evolution is the roll-up of 
Kelvin-Helmholz vortices in the ring due to azimuthal shear (f/ 
TE = 0.98). After the formation of the cyclonic vortices, the 
flow loses its azimuthal regularity, resulting in the irregular 
vortex pattern characteristic of rotating convection at high Ray-
leigh numbers. 

As reported in our previous work (1998), this pattern of 
flow evolution is observed over a considerable region of the 
parameter space R — Q we investigated (Fig. 2) . At a fixed 
Rayleigh number, there exists an interval of rotation rates at 
which one ring forms, with its radius showing a remarkably 
weak dependence on either R or Q, and remaining close to r, 
=* jro. Spin-up to low fi does not lead to ring formation, whereas 
when n exceeds a critical value for each R we observe formation 
of two rings, the inner still at r^ — f̂ o and the outer at r^ ^ 
0.94ro. Further increase in fi leads to the formation of three 
rings during spin-up, the third and innermost ring having the 
radius r^ — 0.56ro. Again, the radii of the rings show only a 
weak dependence on R and Q. 

Figure 4 shows the time sequence of temperature maps for 
spin-up to n = 7.2 X 10" at /f = 2 X 1 0 \ The first image 
shows a typical temperature map for a state of nonrotating 
convection just prior to spin up. There are cooler downflow 
plumes/sheets forming elongated borders between the upwell­
ing hotter flow. The next two images, acquired shortly after the 
impulsive spin-up of the cell, show the temperature maps prior 
to the formation of the ring. At dimensionless time I/TE ~ 1, 
one observes an outer cold ring forming near the vertical wall. 
The ring at r^ ==" jro forms next, at dimensionless time 1.67, and 
at I/TE ~ 2 vortices begin to roll up in the outer two rings 
and the innermost third ring becomes visible. At I/TE = 2.37, 
evolution of the flow has produced a staggered structure of 
cyclonic and anticyclonic vortices in place of the two outer 
rings coexisting with the innermost ring. At later times, the 
inner ring is also destroyed by vortex roll-up, and the structure 
of the flow loses its regularity and eventually evolves to a steady 
rotating convection pattern. The rotation rates characterizing 

t/'x,-5.32 

Fig. 4 instantaneous TLC temperature maps of spin-up to O = 7.2 x 
10" at /? = 2 X 10°. Dimensionless times are indicated in the figure. 

the transition from the flow pattern without rings to the one-
ring pattern, from the one-ring pattern to the two-ring pattern, 
etc. increase with the Rayleigh number (Vorobieff and Ecke, 
1998). 

4 Conclusions 

For the impulsive spin-up of a Rayleigh-Benard cell, we pro­
duce time sequences of instantaneous horizontal velocity and 
temperature maps in the plane adjacent to the top cooled surface 
of the cell. The most prominent features of the flow morphology 
observed during the spin-up are axisymmetric ring-shaped zones 
of downwelling flow characterized by a local drop in tempera­
ture and azimuthal velocity. Whereas the number of the rings 
increases with the increase in the final rotation rate, the charac­
teristic radii of the rings do not show a strong dependence on 
either R or 0,. 

The flow evolution during spin-up can be divided into three 
stages. First, the flow structures typical of the non-rotating con­
vection are destroyed by the acceleration of the cell, and a 
relatively uniform temperature field forms near the top bound­
ary. At this stage, one can also observe accumulation of the 
cooler fluid near the vertical wall. During the first stage, the 
velocity distribution is consistent with that calculated and mea­
sured for the spin-up of a cylindrical cell without convection. 
In the second stage, cold downwelling ring(s) form. Azimuthal 
velocity undergoes sharp changes in the rings, and the velocity 
profiles no longer resemble ones typical for the no-convection 
spin-up. Finally, shear in the rings leads to roll-up of Kelvin-
Helmholz vortices. The mechanism for the formation of the 
rings is related to the interaction of the boundary layer stability 
and the strong shear induced by impulsive spin up. The axisym­
metric nature of the ring formation suggests that it is the radial 
component of the shear that is the important ingredient in the 
ring formation. As the fluid approaches solid body rotation, the 
magnitude of the shear at the boundaries decreases, reducing its 
stabilizing influence on the thermal boundary layer. In addition, 
during the spin up the boundary layer has been thickening be­
cause of the heat input from the boundaries. Eventually lateral 
instability of the boundary layer occurs. That this manifests 
itself in the formation of single or multiple rings is an interesting 
topic for future theoretical analysis and for other experiments. 
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Particle Entrainment in a 
Bounded Rotating Flow 
With a Drain 
A bathtub vortex is usually formed at the axis of a drain. In the presence of such a 
vortex, gravity separation of solid impurities lighter than the embedding fluid is 
modified by centrifugal separation and viscous resuspension. Both mechanisms are 
responsible for the agglomeration of impurities at the axis of the vortex. From there 
the impurities are easily sucked into the outlet. In the investigated case, a viscous 
fluid with a given initial rotation is spinning down in a container with endplates both 
at the bottom and the top. The amount of fluid withdrawn through a circular hole in 
the center of the vortex is constantly replaced by a radial influx. The resulting time-
dependent flow was solved by means of a finite difference method taking into account 
the influence of Ekman layers at the bottom and the top. Subsequently, the process 
of centrifugal separation of particles lighter than the embedding fluid was studied in 
the aforementioned flow field. The results were compared with the particle motion 
in a classical Oseen vortex. For a simplified case an analytical solution was derived 
and compared with the corresponding numerical solution. Both results were found 
to be in good agreement. 

Introduction 
Gravity settling of solid impurities in a viscous laminar flow 

has many applications in industrial engineering. In the investi­
gated case, a dilute suspension is flowing through a long non-
rotating container with solid boundaries both at the bottom and 
the top. The suspended particles are approximately spherical and 
of uniform size and density. They are lighter than the embedding 
fluid. Gravity causes them to move up and form a layer of 
sediment on the top. At the bottom of the container, fluid is 
withdrawn through a circular outlet. Because of perturbations 
in the far field, the incoming fluid has a vorticity. As a conse­
quence, gravity settling is modified by centrifugal separation 
and viscous resuspension, as will be described in the following. 

The vorticity of the incoming fluid is transported to the drain 
where it is usually concentrated as a strong local vortex superim­
posing the sink flow, known as bathtub vortex (Fig. 1). An 
asymptotic solution of the Navier-Stokes equations for a similar 
steady vortex-flow was found by Lewellen (1962). In the un­
steady flow under discussion, friction causes the vortex to spin 
down. At the top, viscous resuspension of the sediment is caused 
by the shear flow inside the Ekman layer. Centrifugal separation 
leads to the agglomeration of the suspended impurities at the 
axis of the vortex. From there the particles are easily sucked 
into the drain. 

This work contains an analysis of the process of centrifugal 
separation in the flow field described above. The influence of 
the inner and outer Stewartson layers is neglected. To simplify 
the present calculations also the influence of gravity is ne­
glected. 

Particle Motion in a Classical Oseen Vortex 

The time-decaying vortex is asymptotically approximated by 
a solid body rotation near the axis and by a potential vortex at 
large radii, Truckenbrodt (1991). To distinguish dimensional 
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from dimensionless variables, the former will be marked by an 
upper asterisk. The velocity u* with the components «*, v*, 
and w* and pressure p* of the Oseen vortex depend only on 
the radius r* and the time t*: 

u* = 0, V* ^v*(r*,t*), w* = 0, (1) 

p* = p*(r*, t*). (2) 

Integration of the azimuthal momentum equation leads to 

v*(r*, t*) 
2-irr* 

1 — exp 
r * 2 

rr 
with 

r j2 = 4i/*(f? + t*) 

(3) 

(4) 

r s denotes the circulation at r* -> «>. The radius r* ( t* ) is the 
radius of intersection between the two asymptotic cases of the 
free and the forced vortex. The constant tt references the (vis­
cous) initial state at f * = 0. 

Dimensionless variables are introduced by referring all 
lengths to r%f = r*iO). The angular velocity will be referred 
to fl%f denoting the angular velocity of a potential vortex with 
r s at r%f. Velocities will be referred to t/Sf standing for the 
Stokesian centrifugal settling velocity of a single particle caused 
by Q*f at rS,f- The time t* will be referred to T* = r*f/U*f. 
Where necessary within the text, the properties of the continu­
ous phase will be denoted by the subscript 1 and the properties 
of the dispersed phase by the subscript 2. For a dilute suspension 
the influence of the particle motion on the basic flow is neghgi-
ble. Restricting the analysis to volume concentrations of the 
dispersed phase a <̂  1 within the whole domain, ensures that 
the flow can be treated as a single phase flow. The influence of 
the Brownian diffusion can be neglected because the Peclet 
number. 

Pe = 
U%fr*{ 

•^ 1, (5) 
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endplati sediment 

Fig. 1 Sicetch of problem 

with SI * being the Brownian diffusivity of the particles. We 
require that the Taylor number Ta meets the following condi­
tion: 

Ta = tb^±^ <^ 1, (6) 

where a * denotes the radius of the solid impurities and u* is 
the kinematic viscosity of the liquid phase. Ta represents the 
ratio of Coriolis to viscous influences on a dispersed particle. 
From the condition for Ta the azimuthal velocity of the particle 
phase u* is obtained as follows: 

^ 2 v^ = u!^r^ 

The particle Reynolds number 

Re, = 
{/•a" 

< 1. 

(7) 

(8) 

Hence, the Stokesian velocity of a single spherical particle is 
given by 

rr* = 
2a*^v*^e 

(9) 

— • + U„{r, t)f'(a)--
ot or 

MZ^.OU^^ (14) 
r or 

For ? = 0, homogeneous concentration is assumed, i.e., 

a = ao (15) 

in the whole doihain 0 < r < «>. Equation (14) was solved 
by the method of characteristics and, alternatively, by a finite 
difference scheme. Figure 2 shows the solutions for the particle 
concentration with the ratio T*f/?* « 2 -10"^ It is seen that 
the impurities are concentrated at the axis as t is increasing. 
The results obtained by the two methods of integration show 
good agreement. 

Solid Body Rotation in a Bounded Domain Witli an 
Influx 

The time of formation of the Ekman layers is much shorter 
than the spin down-time T*/. For t* <T*a the angular velocity 
oj* is approximately constant. 

In the following, we treat the bulk of the suspension apart 
from the boundary-layer flows near the horizontal and the verti­
cal walls. We account for the effect of the Ekman layers near 
the bottom and the top plates by superimposing the secondary 
radial motion induced by the Ekman layers on the bulk flow. 
This is justified because the thickness of the Ekman layers 5* 
= 0[(iv*/f2*)"^] is very small compared to the height of the 
container H*. We assume that outside the Ekman layers didz 
= 0. 

With the radial influx q* = Q*I2-IT and the secondary flow 
according to Bodewadt (1940) the radial velocity is obtained 
as 

_1_ 
-I- Kr *Vf*w'' (16) 

wherein e denotes the relative density difference of the phases. 
Neglecting the inertial and viscous terms in the momentum 
balance of the mixture and taking into account the restrictions 
(6) and (8), the equation of the relative motion yields the drift 
flux of the dispersed phase in the radial direction j *2, 

it2,= U*,(r*,t*)f(a). (10) 

For the hindrance function/(a), Richardson and Zaki (1954) 
postulated: 

f(a) = a(l -ay. (11) 

with n = 4.7 following from experiments [ Schaflinger (1985) ] . 
The volume flux density of the dispersed phase in the radial 
direction is given by 

7 2,, a/; ; * (12) 

with 7 ? = 0 because the flow has no component in the radial 
direction. Insertion of Eq. (12) and the equation of global vol­
ume continuity into the continuity equation for the dispersed 
phase, given as 

aa 1 d(r*jl) ^^ 

dt* r* dr* 
(13) 

yields the (dimensionless) kinematic wave equation as de­
scribed in Schaflinger (1990) 

where K = 1.26 is a dimensionless parameter and 

w* = ri?ef = const, 

for a solid body rotation. Inserting 

and 

7^2 = U*{r*)f{a) = ~U*r*f{a) 

T r 

ao = 0.001 

•I I 

(17) 

(18) 

(19) 

0.4 0.5 0.6 

Fig. 2 Particle concentration a(r, t) in a classical Oseen vortex com­
puted by a characteristic method (fuil curves) and a finite difference 
scheme (dashed curves); ao = 0.001 
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into Eq. (13) and considering 

y.j* 

we obtain 

da 

InEq. (21), 

5 + Kf//'(«)-r 

= 0, 

-d) 

u 

da 

a7 

q = 

U = I, 

d^ 

With R specifying the domain under consideration, 
and the boundary conditions are given as 

and 

a = ao VO s r s ;? at t = 0 

ao VO < f < 0° at r = R, 

(20) 

= 2Uf(a). (21) 

(22) 

(23) 

(24) 

the initial 

(25) 

respectively. For the case of a dilute suspension 
» a, Eq. (21) can be solved analytically by the 
characteristics. For f -• =», a is only a function of 
ao, given as (Ungarish, 1993), 

a = UQ 
1 + cR^ 

1 + cr^ ' 

(26) 

with / ( a ) 
method of 
r and a = 

(27) 

with 

(28) 

This problem served as a test case for the code used for the 
analyses reported in the next section. Figure 3 shows both the 
analytical and a numerical solution. 

Vortex With Influx and Ekman Layer Influence 
Inserting Eq. (16) into the azimuthal momentum equation 

and dividing by r, we obtain an equation for oj which is now 
a function of r and t; 

du! 
+ diuj \\2uj + r 

du) 

saw 
r dr 

with 

rfj 

^ ( ^ + - - 1 . (29) 

(30) 

At r = 0, the angular velocity u is equal to the angular velocity 
of an Oseen vortex given by Eq. (3). At the inner boundary, 
there is a no-shear condition for t > Q, i.e., 

a7 = 0 at r = 0. (31) 

At the outer boundary, we assume an influx with an angular 
velocity 

Lo{R, t) = uj(R, 0) . (32) 

Substitution of Eqs. (12), (16), (18), (19), and (20) into Eq. 
(13) yields 
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-2 + riUf'{a)uj^ - diuj) 
da 

dr 

U[ uj' + 
2 , 9(wV) 

da 

dr 

with the initial condition 

a = UQMQ < r s, R at f = 0 

and the boundary conditions 

da 

f(a), (33) 

(34) 

dr 
= 0 VO < f < oo at r = 0, 

tto VO < r < 00 at r = R. 

(35) 

(36) 

Equations (29) and (33) can be integrated by means of a finite 
difference method. 

We have found that the concentration profiles a(r,t) strongly 
depend on the properties of the particles and the suspending 
fluid. Figures 4, 5, 6, and 7 show a{r, t) and w{r, t), respec­
tively, for different dimensionless parameters e. The influence 
of the Ekman layers was neglected by setting d = 0. The radial 
influx convects the vorticity to the axis where it is concentrated 
as can be seen in Fig. 4. For the second configuration (Fig. 6) , 
the viscosity u* is sufficiently large. Hence, internal friction 
counteracts the aforementioned effect. 

The difference in the concentration profiles follows from the 
different behaviour of oj(r, t). In configuration 1, the particle 
concentration a{r, t) reaches higher values than in configuration 
2 because the larger angular velocity a;(r, f) enhances the cen­

trifugal separation. The high negative value of dujidr in con­
figuration 1 near the axis of the vortex is responsible for the 
decline in a in this domain, where more impurities are with­
drawn than are replaced. 

For reasons of numerical stability we had to take a very small 
value for ^*. This is why there is almost no difference between 
the concentration profiles in configuration 2 (Fig. 7) and the 
Oseen vortex (Fig. 2) . In Fig. 6, however, near the axis a small 
increase in w(r, t) can be observed. It is caused by the influx. 

Figure 7 shows the influence of the Ekman layer secondary 
flux {d + 0) for configuration 2. This motion in the outward 
direction hinders the concentration process. Its influence, how­
ever, is small compared to the influence of the viscosity. 

Conclusions 
We investigated the centrifugal separation of a monodis-

persed mixture in a nonrotating cylindrical domain with solid 
endplates both at the bottom and the top under the conditions 

Ta < 1 and Re,, <̂  1. 

Within the given range of parameters, a considerable increase 
in the particle concentration a{^r, t) is achieved in very short 
dimensional times r*. It was found that the concentration pro­
files as regards their shape and their absolute values, strongly 
depend on the kinematic viscosity v* of the suspending liquid. 
The secondary radial motion caused by the Ekman layers hin­
ders the separation process. 

As a further step it is intended to consider the influence 
of gravity and the mechanism of viscous resuspension of the 
sediment below the top plate inside the Ekman shear regions. 
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Recirculation Zones in a 
Cylindrical Container 
The flow field induced inside a cylindrical container by the rotation of the two end 
walls is described. It is shown that stagnation points leading to separation bubbles 
occur on the axis of rotation and/or the bottom end wall for certain ranges of the 
characteristic parameters; the Reynolds number, the aspect ratio of the container, 
and the ratio of the rotation rates of the end walls. Flow fields in a container of 
aspect ratio 2.0 are examined for Reynolds numbers from 100 to 3000 and ratios of 
the rotation rates of the top and bottom end walls from —0.10 to 1.0. For a range 
of ratios of the rotation rates of the top and bottom end walls and Reynolds numbers 
it is shown that ring vortices surrounding a columnar vortex core exist. 

Introduction 
Flows in closed cylindrical containers with one end wall 

rotating have been studied in great detail because under certain 
conditions stagnation points occur on the axis of rotation, lead­
ing to one or more separation bubbles. This phenomenon has 
been interpreted as a type of vortex breakdown. The structure 
of the single-bubble vortex breakdown phenomenon observed 
in the flow inside the cylinder is a type B breakdown as de­
scribed by Leibovich (1984). Escudier (1984) showed experi­
mentally that these separation bubbles tend to be axisymmetric 
in a large region of parameter space. Since flows in cylindrical 
containers with a rotating lid tend to be axisymmetric, computa­
tional investigations that solve the axisymmetric equations of 
motion can be used to study the details of these flows. This will 
further our understanding of vortex breakdown in general. These 
types of flows also have applications in chemical mixers and 
combustion chambers. 

Vogel (1968, 1975) and Ronnenberg (1977) experimentally 
observed single bubble vortex breakdown in flows in a cylindri­
cal container with one rotating end wall and mapped the region 
in Reynolds number-aspect ratio space where these breakdowns 
occurred. Escudier (1984) extended the previous work and 
mapped regions of one-, two- and three-bubble breakdowns as 
well as regions of oscillatory flows. 

The computational study of Lugt and Haussling (1982) pro­
vides a preliminary glimpse into the onset of vortex breakdown 
in a cyUnder caused by a rotating end wall. Lugt and Abboud 
(1987) extended this study and included the effects of thermal 
gradients to within the Boussinesq approximation. Lopez 
(1990), Brown and Lopez (1990), and Lopez and Perry (1992) 
describe the results of an extensive numerical investigation of 
the rotating end wall problem. They presented comparisons with 
the experimental observations reported by Escudier (1984), 
described the physical mechanism of the breakdown phenome­
non in these flows, and described the details of two unsteady 
modes of motion (periodic internal separation and coalescence 
of bubbles). 

Daube and Sorensen (1989) and Tsitverblit (1993) suggest 
that the unsteady flows occur as the result of a supercritical 
Hopf bifurcation as Reynolds number is increased beyond a 
critical value for an aspect ratio siSM - HIR = 2.5, where H 
is the height of the cylinder and R is its radius. This conjecture 
is plausible as Escudier (1984) did not find hysteresis at the 
location of the critical Reynolds number (he approached the 
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critical value from above and below in his experimental investi­
gation). Gelfgat et al. (1996a) determined the linear stability 
of the axisymmetric flows for aspect ratios between 1.0 and 3.5 
and showed that oscillatory solutions indeed arise due to a 
supercritical Hopf bifurcation. Three modes of instability, de­
pending on the aspect ratio of the container, were found to 
occur. 

Spohn, Mory and Hopflnger (1993) and Spohn (1991) stud­
ied experimentally the flow with one rotating end wall, a fixed 
side wall and a free surface. This flow is analogous to the flow 
in the lower half-plane of a closed cylinder with both end walls 
rotating at the same rate if free surface effects are neghgible. 
In that case the free surface acts as a pure-slip boundary. Spohn, 
Mory and Hopfinger found that recirculation bubbles occur for 
certain combinations of aspect ratio and Reynolds number and 
mapped regions of vortex breakdown and the boundary between 
steady and unsteady flow. 

Valentine and Jahnke (1994) studied numerically the flow 
with both end walls rotating at the same rate and a fixed side-
wall. Regions were mapped in Reynolds number-aspect ratio 
parameter space where different types of recirculation bubbles 
were found to occur. The evolution of the separation bubbles 
as the Reynolds number was varied for fixed aspect ratios was 
also discussed. The numerical results of Valentine and Jahnke 
compare favorably with the experimental results of Spohn, 
Mory and Hopflnger (1993) for aspect ratios larger than one, 
where free surface effects are negligible. 

Roesner (1990) studied experimentally the flow in a cylinder 
with both end walls rotating and a fixed side wall. It was shown 
that a slight co-rotation of the second end wall tends to enhance 
the occurrence of recirculation bubbles while a slight counter-
rotation of the second end wall tends to suppress formation of 
recirculation bubbles. Gelfgat et al. (1996b) determined steady 
and oscillatory solutions for this problem over a large region of 
parameter space. Linear stability analysis of the steady solutions 
showed that oscillatory solutions arise due to a supercritical 
Hopf bifurcation of the steady solution. 

Watson and Neitzel (1996) studied the problem where the 
side wall and one end wall rotate at one angular velocity while 
the remaining end wall rotates at a different angular velocity. 
They determined regions in parameter space where recirculation 
regions occurred on the axis of the cylinder and analyzed 
whether the Brown and Lopez breakdown criteria could be used 
to predict incipient vortex breakdown. It was found that the 
criterion was not predictive, as it was only satisfied after a 
breakdown bubble had appeared. 

In this paper we examine the recirculation bubbles (or 'vor­
tex-breakdown' phenomena) that occur in flows in cylindrical 
containers when both end walls rotate at different rates with a 
fixed side wall. Significant changes are observed in the flow 
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field as the rotation rates of the bounding surfaces are varied. 
Several types of vortex breakdown occur including the well 
known internal-flow vortex breakdown that is predicted in the 
problem with only one end wall rotating as well as a breakdown 
in which a vortex ring surrounds a vortical core. 

Computational Analysis 

The geometry of the flow field analyzed in this study is a 
cylindrical container with rigid walls. The flow field driven 
by rotating the end walls is assumed to be axisymmetric. The 
equations describing the axisymmetric flow inside the cylindri­
cal container are the equations for the azimuthal component of 
the vorticity, ui, the azimuthal component of the velocity (or 
swirl), V, and the meridional-plane stream function, ijj. The 
equations are: 

du) 1 duru) 

dt r dr 

dwu! „ V dv uu) 
2 - ^ + — r az r 

Re 

dv 1 durv dwu uv 
— + + -I- — 
dt r dr dz r 

__ J_ 
~ Re 

l_duj_ 

r dr 

to d^u) 

dz' 
( 1 ) 

d\}_ 

dr' 
1 dv V 

+ T: + r dr 
dh_ 
dz' 

dr' r dr dz' ruj. 

where 

and 

r dz r dr 

(2) 

(3) 

(4) 

du 

~dz 

dw 

dr 

The u is the radial component of velocity and the w is the 
vertical component of velocity. The dimensionless parameter in 
Eqs. (1) and (2) is the Reynolds number, defined as Re = 
iliR'/v, where Q, is the rotation rate of the top end wall, R is 
the radius of the cylinder, and v is the kinematic viscosity of 
the fluid inside the cylinder. 

The no-slip boundary condition is imposed on all bounding 
surfaces of the cylindrical container while radial symmetry is 
imposed on the axis of the container. No-slip in the axial and 
radial velocities is imposed through the finite difference approx­
imation to the definition of the vorticity in terms of the stream 
function, Eq. (3). Constant rotation rates are applied to the 
container side wall and the end walls, thus specifying constant 
azimuthal velocities on these surfaces. In addition, the condition 
of no mass flux through the container walls or the axis of 
symmetry is satisfied by imposing a zero value of the stream 
function on these surfaces. The boundary conditions are then: 

a) r = 0, 0 < z iA = 0, 77 = 0, V = 0 

dip 
b) 0 < r s 1, 2 = JS/i: ijf = 0, —^ = 0, v = r 

dz 

c) r = 1, 0 i: lA = 0, 
diji^ 

dr 
0, I) = 0 

d) 0 < r < 1, z = 0: (A = 0, 
dj^ 

dz 
0, V = fir 

where /3 = fii/fJ,, Hj is the rotation rate of the bottom end wall 

and n, is the rotation rate of the top end wall. In the present 
work s/^ = 2. 

Steady solutions were calculated by: 1) using Eq. (4) to write 
Eqs. ( l ) - ( 3 ) in terms of tji, v, and w only, 2) setting all time 
derivatives equal to zero, 3) discretizing the resulting partial 
differential equations 4) applying a continuation method to the 
discretized equations. Second-order central differences are used 
to discretize the partial differential equations except at the 
boundaries where second-order one sided differences are used. 
The same pseudo arc-length continuation technique, based on 
the work of Doedel and Kernevez (1985), as used by Jahnke 
and Valentine (1996) is used here. A steady state was deter­
mined to have been reached when both ( 0 the residual of the 
discretized forms of Eqs. (1) - (3) and the boundary conditions 
was less than lO^*" at all grid points and (ii) the relative change 
of all variables in a Newton iterate was less than 10 ~''. The 
Reynolds number and P are used as continuation parameters in 
the present study. 

A nonuniform grid with 77 grid points in the radial direction 
and 137 grid points in the axial direction was used in the contin­
uation computations. The nominal grid size in the radial and 
axial directions was 1/60, but extra grid points were packed near 
the bounding surfaces to resolve the boundary layers. Packing of 
grid points was obtained by progressively halving the grid size 
near the boundaries of the flow. This made it possible to use 
second ordered central differences throughout the flow field, 
even at grid points where the grid size changes by simply pass­
ing over a grid point when necessary. Additional details on 
the grid and numerical resolution can be found in Jahnke and 
Valentine (1996), including comparisons of results from three 
different grids. 

Results and Discussion 

The motivation for this study was to further our understand­
ing of vortex breakdown in cylindrical containers. For the case 
of a single rotating lid. Brown and Lopez (1990) describe the 
physical mechanisms that lead to the occurrence of recirculation 
bubbles on the vortex core. The waviness of the streamlines 
near the vortex core is the result of a centrifugal wave and the 
resulting divergence of streamlines causes the production of 
negative azimuthal vorticity which induces the recirculation 
bubbles. 

Brown and Lopez (1990) also point out that the core flow 
is nearly inviscid so angular momentum, F = rv, and head, X 
= P/p + (l/2)(u'^ + v' + w^),are constant along streamlines. 
Since the centrifugal wave is primary to the vortex breakdown 
and the amplitude and wavelength of the wave depend on the 
initial values of T and <55f, the history of the fluid particles 
entering the vortex core is important to the development of 
vortex breakdown. Indeed, Brown and Lopez (1990) point out 
that the influence of Reynolds number on vortex breakdown is 
mainly to change the distribution of T and S^ entering the vortex 
core. 

Since the distribution of F and S^ entering the vortex core is 
affected by the boundary layers on the side wall and the station­
ary end wall, Valentine and Jahnke (1994) analyzed the flow 
in a cylindrical container with a pure slip boundary condition 
on the bottom end wall (equivalent to a midplane of symmetry 
for a container of twice the height). The distribution of F and 
X entering the vortex core is substantially different when a 
pure-slip boundary condition, as opposed to a no-slip boundary 
condition, is applied on the bottom end wall. As a result, the 
recirculation bubbles that occur when a pure slip condition is 
imposed on the bottom end wall are qualitatively different than 
the recirculation bubbles that occur when a no-slip condition is 
imposed on the bottom end wall. In particular recirculation 
bubbles occur at lower Reynolds numbers and evolve into toroi­
dal vortices surrounding a vortical core when the pure slip 
boundary condition is used on the bottom end wall. 
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t ) yS = 0.24 

c) ^ = 0, 

Fig. 1 Zero streamline contours 

Based on this previous work we decided to examine the effect 
of rotating the bottom end wall along with the top end wall. 
Rotating the bottom end wall results in a centrifugal acceleration 
that causes a radial outflow along the bottom end wall and 
results in a recirculating region adjacent to the bottom end wall. 
Figure 1 shows, for si&l = 2, the zero streamlines as functions 
of Reynolds number for several values of ji. For /? equal to 
zero (fixed lower end wall) a single recirculation bubble occurs 
on the axis of rotation for Re = 1578 and a second bubble 
appears for Re = 1878. The second recirculation bubble disap­
pears as the Reynolds number is increased while the first separa­
tion bubble moves toward the stationary end wall. Eventually 
the initial separation bubble also disappears. These results agree 
with Escudier (1984), Lopez (1990) and Gelfgat et al. (1996a, 
b) . The movement of the separation points connected to the 
breakdown bubble is continuous. As a check for bifurcations 
of the flow field, the determinant of the Jacobian was evaluated 
in the continuation process. No sign changes were observed in 
any of the present calculations, so the bubbles occur as a result 
of the evolution of the flow field and are not a result of bifurca­
tions. This agrees with the linear stability analysis of Gelfgat 
etal. (1996a, b) . 

A slight corotation of the bottom end wall changes the charac­
ter of the breakdown bubble. Increasing /? to 0.24 causes the 
recirculating region adjacent to the bottom end wall to grow 
larger as shown in Fig. \(b). The bubble again appears initially 
as a slender vortex on the axis of rotation and resembles the 
slender body vortex discussed by Leibovich (1968). This bub­
ble also migrates toward the bottom end wall as the Reynolds 
number is increased and the stagnation point closest to the 
bottom end wall moves onto the lower end wall and becomes 
a periodic point of the flow (« = 0, vw = 0, i ) * 0 ) . This point 
eventually moves back onto the axis of rotation as the Reynolds 
number is further increased. Eventually the two stagnation 
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points come together and disappear resulting in a ring vortex 
that persists over a range of Reynolds numbers. 

For /3 = 0.48 the topological features of the flow over most 
of the range of Reynolds numbers are qualitatively similar to 
the flow with /? = 0.24. The recirculating region adjacent to 
the lower end wall is larger for larger values of fi and a periodic 
point exists on the lower end wall for a much larger range of 
Reynolds numbers. One new feature is that the vortex ring that 
forms when the recirculating region detaches from the axis of 
rotation breaks into two rings for sufficiently large Reynold's 
numbers. 

When /3 = 0.75, Fig. 1 {d), the structure of the flow field is 
quite different than the structure of the flow field for smaller 
values of p. The recirculation bubble adjacent to the lower end 
wall is quite large and occupies most of the lower half of the 
meridional plane. At low Reynolds numbers a slender separation 
bubble occurs on the axis of rotation that is similar to the bubble 
that forms for lower values of /?. As the Reynolds number is 
increased the separation points move towards the lower end 
wall. Near Re = 1100 the lower separation point of the recircu­
lation bubble merges with the separation point of the lower 
recirculating region resulting in two recirculating regions sepa­
rated by an undulating streamline. This flow field persists for 
Reynolds numbers up to 3000. 

The above results concerning bubble onset and evolution are 
summarized in Fig. 2 which shows the critical values of Re and 
/3 at which separation bubbles first occur and at which transi­
tions to different types of bubbles occur. It is seen that separa­
tion bubbles on the axis of rotation first occur at lower Reynolds 
numbers when the bottom end wall is rotated in the same direc­
tion as the rotation of the top end wall. The critical Reynolds 
number at which a separation bubble first appears on the axis 
of rotation increases very rapidly when the bottom lid is rotated 
in the direction opposite to that of the top lid (i.e., /? < 0) . For /? 
= —0.05 no separation bubble was found to occur for Reynolds 
numbers up to 3000. This trend agrees with the experimental 
results of Roesner (1990). Gelfgat et al. (1996b) found recircu­
lation bubbles for Re = 2000 and ^ > -0.03 and for larger 
negative values of ji at Reynolds numbers above 3000. 

To understand the effects of rotating the bottom lid, the case 
of ,0 = 0.48 will be examined in detail. Figure 3 shows contour 
plots of the stream function, the swirl and the azimuthal voiticity 
for ii = 0.48 and Re = 1000, 2000, 3100. Figure 3(a) shows 
that a separation bubble exists on the axis of rotation of the 
container and a recirculating region exists adjacent to the lower 
end wall for Re = 1000. It can be seen that one effect of the 
recirculating region in the lower comer is to decrease the effec­
tive height, and thus aspect ratio, of the container. Since vortex 
breakdown occurs at lower Reynolds numbers in lower aspect 
ratio containers (Escudier, 1984) the trend of earlier vortex 
breakdown with increasing rotation rate of the bottom end wall 

3000.0 

2000,0 

Re 

1000.0 

0.0 
-0.2 0.0 0.2 0.4 0.6 O.B 1.0 

P 

Fig. 2 Cartoons of recirculation regions 
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Fig. 3 Contour plots of the stream function (a, d, g), swirl {b,e,h) and 
azimuthai vorticity (c, f, i) for p = 0.48 and Re = 1000 (a, b, c), 
Re = 2000 (ty, e, f) . Re = 3100 (g, h, 0 

may be partially explained by the decrease in the effective 
aspect ratio of the container as the rotation rate of the bottom 
lid is increased. For Re = 2000, Fig. 3(d), the breakdown 
bubble has moved toward the bottom end wall and the stagna­
tion point closest to the bottom end wall has moved onto the 
end wall and become a periodic point of the flow ( M = 0, w = 
0, D * 0). The downward movement of the breakdown bubble 
with increasing Reynolds number is due to the increased nega­
tive azimuthai vorticity in the core region that results from 
vorticity tilting and stretching, (v/r)(dv/dz). It is this increased 
negative azimuthai vorticity that causes the lower stagnation 
point to move onto the bottom end wall. It should be noted that 
the velocities in the r and z directions near the core are very 
small (as can be inferred from the streamlines). 

Another effect of the recirculating region in the lower corner 
is to increase the swirl and thus the angular momentum turned 
toward the axis of rotation. The outer streamline of the recircu­
lating region adjacent to the lower end wall acts similar to a 
pure-slip boundary to the meridional flow created by the top 
end wall. Very little dissipation of angular momentum occurs 

along this surface except in the boundary layers along the side 
wall and bottom end wall. 

For the case of a fixed bottom end wall, the boundary layer 
present along the bottom end wall dissipates angular momentum 
as illustrated in Fig. 4, which shows contour plots of the stream 
function, the swirl, and the azimuthai vorticity for Re = 2000 
and P = 0. Whereas Fig. 4(h) shows that the swirl does not 
increase as the fluid approaches the axis of rotation (because 
angular momentum is dissipated in the boundary layer along 
the fixed bottom end wall). Fig. 3(e) shows that the swirl 
increases as the fluid moves toward the axis of rotation (because 
angular momentum is conserved along the streamline separating 
the recirculating region adjacent to the lower end wall from the 
meridional flow produced by the top end wall). 

As discussed by Brown and Lopez (1990) the distribution 
of r entering the vortex core along the axis of rotation is im­
portant to vortex breakdown. Since the core flow is essentially 
inviscid, the centrifugal wave that eventually leads to the break­
down is controlled by the upstream distribution of T and S^. 
Increased swirl entering the region of the vortex core results in 
a core region less receptive to radial disturbances causing the 
fluid to turn toward the top end wall at a greater distance from 
the core (cf. Figs. 3(d) and 4(a ) ) . Note that the same contour 
levels are plotted in all figures so a direct comparison of the 
figures is possible. 

The Brown and Lopez criterion that the helix angle of the 
velocity vector must be greater than the helix angle of the 
vorticity vector on a streamsurface near the core upstream of 
the breakdown bubble for breakdown to occur is satisfied for 
the flow with the rotating bottom end wall. It is found that the 
helix angle of the velocity is greater than the helix angle of the 
vorticity along the entire core except in the regions near and 
inside the breakdown bubble. The Brown and Lopez criterion 
is also satisfied before a breakdown bubble appears. 

As the Reynolds number is further increased the periodic 
point on the lower end wall migrates back to the axis of rotation, 
becoming a stagnation point again, and the upper stagnation 
point on the axis of rotation moves downward. When the two 
stagnation points along the axis of rotation meet and annihilate 
each other the bubble does not collapse as is the case with the 
fixed bottom end wall, but a ring vortex is formed as shown in 
Fig. 3(g). The Brown and Lopez criterion for vortex breakdown 
was also applied to this flow and it was found to be satisfied 
in the entire core region except in the region of the ring vortex. 
Again it must be noted that the Brown and Lopez criterion for 
breakdown was developed for a flow situation quite different 
from the present case, but since the criterion concerns the neces­
sary condition for the production of negative azimuthai vorticity 
on a diverging streamtube, a situation that occurs in the present 
flow, it is not surprising that it is satisfied for the flows under 
consideration here. 

1) 

' ' I 

V^-

^ 1 <% 

Fig. 4 Contour plots for /3 = 0, and Re = 2000; (a) stream function, 
(b) swirl, (c) Azimuthai vorticity 
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There is a notable decrease in the size and strength of the 
recirculating region adjacent to the lower end wall as the Reyn­
olds number is increased. This occurs because there is an en­
hancement of the meridional flow induced by the upper end 
wall at the higher Reynolds number. Also, the effect of viscous 
diffusion along the stationary side wall is reduced as the Reyn­
olds number in increased. Thus, the Ekman layer on the bottom 
end wall must counteract a stronger flow coming from the top 
end wall. Additionally, the Taylor-Proudman Theorem suggests 
that the meridional flow will become weaker as the axial rotation 
of the fluid is increased and the axial rotation of the fluid in­
creases with Reynolds number as there is less dissipation. 
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On the Creation of Stagnation 
Points in a Rotating Flow 
We report the results of a numerical study of the creation of stagnation points in a 
rotating cylinder of fluid where both endwalls are rotated. Good agreement is found 
with previous results where the stagnation points are formed on the core of the 
primary columnar vortex. Novel phenomena have been uncovered at small aspect 
ratios where stagnation occurs off-axis directly and the secondary vortex which is 
created forms a toroid. The case is then considered of a small cylinder placed along 
the center of the flow and despite the qualitatively different boundary condition, the 
phenomena are found to be robust. 

1 Introduction 

The steady flow in a cylinder where one or both endwalls 
rotate has been the subject of a great deal of numerical and 
experimental research. The case where one endwall rotates was 
first studied by Vogel (1968) in a combined numerical and 
experimental investigation. He showed that the primary flow 
was a columnar vortex which developed a pair of stagnation 
points midway along its central core above a certain Reynolds 
number, Re. An axisymmetric secondary recirculation was thus 
created and Vogel suggested that this situation could be consid­
ered as a weak steady form of the important and yet ill-under­
stood problem of vortex breakdown (see e.g., HaU, 1972). This 
interpretation of events is still not widely accepted (see e.g., 
Keller, 1995) and perhaps this focus of the debate detracts from 
what is an interesting internal vortex flow. It is appealing in 
that it is one of the few fluid mechanical situations where close 
quantitative comparison can be made between numerical calcu­
lation and experimental observation. It also has technological 
implications for a diverse range of flow situations such as swirl 
combustion chambers, flow between shrouded computer disks 
and in satellite fuel containers. In all of these situations, a deeper 
understanding of the origin and location of stagnation points 
could prove vital in gaining insight into the origins of time 
dependence and hence more complicated motions. 

Vogel's original work was extended by Escudier (1984) who 
carried out a systematic experimental study. He established the 
range of existence of the secondary vortices in terms of the two 
control parameters Re and the aspect ratio T. In particular, he 
showed that the secondary vortices exist over a finite range of 
Re, i.e., they appear above a certain value of Re and disappear 
above a greater one. He also showed that they do not form for 
r £ 1.0 and that multiple steady vortices and time-dependence 
exists at sufficiently large T and Re. 

Escudier's results have stimulated several numerical and ex­
perimental investigations. Perhaps the most extensive discus­
sion of the phenomena are given in a series of papers by Lopez 
and his collaborators (1990a, 1990b, 1992). These results are 
broadly in agreement with Escudier's observations and the in­
sight gained from the numerical investigation has been used to 
establish a criterion for the onset of the secondary recirculation. 
Further numerical investigations were performed by Tsitverblit 
(1993) who used continuation methods with the steady Navier 
Stokes equations to show that the secondary vortices do not 
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appear critically at a bifurcation point but rather evolve 
smoothly with increase of Re. 

In more recent investigations the focus of attention has moved 
towards variants of the original problem. These include counter 
and co-rotation of both ends of the cylinder by Jahnke and 
Valentine (1996) and Gelfgat, Bar-Yoseph and Solan (1996), 
flow with a free surface by Hyun (1985) and Spohn, Mary 
and Hopfinger (1993) and symmetric rotation of both ends by 
Valentine and Jahnke (1994). The counter and corotation of 
ends has been found to either suppress or enhance the secondary 
vortex, respectively. It is the configuration where both ends co-
rotate at the same speed which is the subject of our investigation, 
since it provides new and interesting features which are not 
present in the original problem of a singly rotated end. 

Valentine and Jahnke's work was inspired by Spohn et al.'s 
experiments with a free surface. They show that by changing 
the end boundary from a stationary wall as in the original prob­
lem, to a free surface, so the upper limiting Re for the recircula­
tion is removed. Their calculations are for the case where the 
aspect ratio is greater than one. Instead of disappearing as Re 
is increased, the recirculation intensifies and migrates from the 
central core to a point off-axis. Hence, the stagnation point 
becomes a circular stagnation line or periodic point of the flow 
and the recirculation bubble forms a torus. In Valentine and 
Jahnke's numerical model both ends rotate at the same speed 
so that the central plane is equivalent to the free surface of the 
experiment. Now, two pairs of stagnation points are formed at 
sufficiently large Re so that a pair of recirculation bubbles are 
equally disposed about the mid-plane. It is established that there 
is no upper limit to the existence of the secondary recirculation 
bubbles and broad agreement between theory and experiment 
is obtained. In addition, the bubbles are also found to migrate 
from the core to off-axis locations as Re is increased, so that a 
toroidal bubble is formed and the stagnation points become 
periodic points of the flow as in the free surface experiments. 
These results were confirmed and extended to include the onset 
of time-dependence by Lopez (1995) for the symmetric driven 
ends case with aspect ratio 1.5. 

The aim of the present study is to extend the parameter range 
studied by Valentine and Jahnke to include aspect ratios smaller 
than one where novel phenomena are uncovered. We study 
the steady, axisymmetric Navier Stokes equations using the 
numerical continuation program called ENTWIFE (Cliffe, 
1996) which we have used extensively to obtain good quantita­
tive agreement between calculation and experiment for Taylor-
Couette flows (see e.g., Cliffe, Kobine and Mullin, 1992). The 
weight of numerical and experimental evidence suggests that the 
creation of the secondary recirculation is a steady axisymmetric 
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z=l/2 

-1/2 

Fig. 1 Schematic of the computational domain 

phenomenon and hence this approach seems justified. We then 
consider the situation where a thin solid cylinder is placed along 
the central core. This qualitative change in the inner boundary 
condition is, perhaps surprisingly, shown to have little effect 
on the results. We consider the cases where the inner cylinder 
rotates with the endwalls and where it is stationary and compare 
and contrast the results. Finally, we investigate the effects of 
increasing the diameter of the inner cyUnder to see if the phe­
nomena persist into parameter regimes normally associated with 
Taylor-Couette flows. 

2 Formulation of the Problem and Numerical Tech­
nique 

We computed steady, axisymmetric flows of an incompress­
ible Newtonian fluid in bounded cylindrical or annular domains. 
The restriction to axisymmetric flows enabled the computations 
to be performed in two-dimensional (radial) domains, as shown 
in Fig. 1. Superscripts (*) denote dimensional quantities. Three 
different flow configurations were investigated. In each case the 
top and bottom surfaces rotated with the same angular velocity 
n . We considered; (i) no inner cylinder (for which r f = 0) , 
(ii) a stationary inner cylinder, and, (iii) an inner cylinder 
rotating with angular velocity fl. 

The primative variable formulation of the incompressible 
steady, axisymmetric Navier-Stokes equations was solved via 
the finite-element method, using quadrilateral elements with 
biquadratic interpolation of the velocity field and discontinuous 
piecewise linear interpolation of the pressure field. The length 
and velocity scales, and therefore the Reynolds number and 
aspect ratio, depended upon the problem at hand. 

(i): No Inner Cylinder. The natural length and velocity 
scales were the radius of the container r* and fir* respectively. 
The Reynolds number, R = Q(r2)^/1' and the aspect ratio, T 
= L*/r^. We defined r = r*/rt, z = z*-ITrt, w. = 
TuflVlr*, Us = uf/ilr* and u^ = uf/^r*. The computational 
domain was therefore 

l(r,z)e [0, 1] X [-0.5,0.5]] 

and the boundary conditions were 

Ur = 0 

Ug - r, on z = ±0 .5 

M, = 0 

'Ur = 0 

^ = 0, 
dr 

I dr 

'u, = 0 

' «9 = 0, 

M, = 0 

on r = 0 

on r = 1 

(ii): Stationary Inner Cylinder. The natural length and 
velocity scales were the gap width d* = rt — rf and Orf 
respectively. The Reynolds number, R = Q,r*d*lv, the aspect 
ratio, r = L*/d*, and the radius ratio r] = rf/r*. We defined 
r = (r* - r*)/d*, z = z*/T'd*, «r = Tuf/Qrt, «» = 
Mf/flrf and u^ = u*/flrf. The computational domain was 
again 

l(r,z) G [0, 1] X [-0.5,0.5]} 

and the boundary conditions were 

Ur - 0 

1 - 7 7 ^ 
Ug = 1 + 

V 
on z= ±0.5, 

M, = 0 

Ur = 0 

Ug = 0, 

u, = 0 

on r = 0, 1. 

(iii): Rotating Inner Cylinder. The length and velocity 
scales were the same as for (ii) and the same nondimensionali-
zation was appUed. The boundary conditions were 

Mr = 0 

«e = 1 + 

M, = 0 

1 - r ? 
on z = ±0 .5 , 

Ur - 0 

Ug = I, on r = 0 

u, = 0 

Ur = 0 

Ug = 0, on r = 1. 

tt, = 0 

Most of the calculations were carried out using 24 X 28 
elements but some were also performed using 48 X 56 elements 
to check details. No appreciable difference was found between 
the results. Appropriate comer refinement of the finite-element 
mesh and smoothing of the velocity discontinuities was em­
ployed. Details of both may be found in Tavener, Mullin and 
Cliffe (1990). Arclength continuation methods were used to 
follow solution branches in (R, T, rj) parameter space. The 
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Fig. 2 Plot of domain of existence of recirculation bubble on the 
(Re, r ) plane. The bubble exists above the curve ABCD. 

Fig. 3 Half-plane streamline plots for r = 2 and (a) Re = 450 
(b) Re = 455 and (c) Re = 500. In each case there is no inner cylinder 
present. In each figure i/f = ±1 x £ ' to ±1 x £ " in steps of 1 x £ ^ 
and 0. 

streamfunction was computed from the primative variable solu­
tion. 

As pointed out by TsitverbUt (1993), the onset of the recircu­
lation bubble is a continuous process and so an estimate of its 
appearance requires an extra criterion. This is not a straightfor­
ward procedure since the bubble is typically very weak com­
pared with the primary vortex and the spatial location depends 
on r . The first point is often not commented on in the literature 
where streamlines for the primary and secondary vortices are 
most often plotted using non-uniform scaling to emphasise the 
bubble. This has the obvious advantage of enhancing the struc­
ture of the bubble but it may give a misleading impression 
of its strength. The effect of the weakness of the bubble is 
compounded by the varying spatial location of its onset and 
this rendered all attempts to automatically detect its appearance 
ineffective. 

The method we used to detect the first onset of the bubble 
was to simply visually inspect the streamline plots calculated 
for fixed F when Re was increased in ~ 1 percent steps. A 
bubble was deemed to be present when a visable area was first 
enclosed by the zero streamline. In practice, the bubble grows 
rapidly with Re and so we are confident that this is a reliable 
criterion which is robust. Moreover, our results are in good 
quantitative agreement with the limited data set available from 
Valentine and Jahnke (1994) who used alternative methods. 

3 Results 
The results for the boundary of the range of existence of the 

secondary recirculations on the (Re, T) plane for the case of 
no inner cylinder are shown in Fig. 2. We have decided to show 
the results as a series of points rather than a fitted curve to 
emphasise that these are estimates of the bubble onset obtained 
using the methods described above. For parameter values below 
the line of points labeled ABCD, only the primary vortex exists 
and the secondary recirculation bubbles form when this curve 
is crossed by varying either Re or F. 

In the aspect ratio range C to D two pairs of stagnation points 
are formed on the core of the primary vortex. We show a typical 
sequence of streamline plots for this range of F in Fig. 3. All 
the streamline plots are shown in the computational domain 

{(r,z) e [0, 1] X [-0.5,0.5]} 

shown schematically in Fig. 1. This corresponds to one half of 
a cross-sectional slice through the axisymmetric domain. We 
have chosen small streamline values to emphasise the bubble 
and hence omitted those for the primary vortex which are typi­
cally two to three orders of magnitude greater. They were calcu­
lated for F = 2.0 and (a) Re = 450, (b) Re = 455, and (c) 
Re = 500. It can be seen that the recirculations appear on axis 

between Re = 450 and 455 and subsequently increase in size 
and strength as Re is increased. 

The next sequence of streamline plots shown in Fig. 4 were 
calculated at F = 0.8 and (a) Re = 500, (b) Re = 505, and 
(c) Re = 520 and are typical of events at onset in the aspect 
ratio range A to B in Fig. 2. Distortion of the streamline patterns 
such as in Fig. 4 (a ) , is first seen at Re ~ 450. However, flow 
reversal and the enclosure of a detectable area by the zero 
streamline is first evident at Re = 505 as in Fig. 4{b). The 
recirculations now form a toroidal vortex whose inner and outer 
limits are set by circles of stagnation lines around the generator 
of the cylinder. Hence the stagnation points are now periodic 
points of the flow. These toroidal vortices have been reported 
previously by Valentine and Jahnke (1994) and Spohn et al. 
(1993), but in those cases the bubbles were initially formed on 
the core and they subsequently migrated to an off-axis position 
as Re was increased. We believe that the present results are the 
first calculations of the direct onset of these toroidal vortices. 

In the aspect ratio range B to C in Fig. 2, a mixed stage is 
observed where there is a pair of stagnation points on the axis 
and a single circular stagnation line off-axis. Thus there is a 
smooth change in the type of recirculation bubble formed at 
onset involving the coalescence of pairs of stagnation points. 
For large F a pair of on-axis bubbles is formed at onset while 
for small F a toroidal vortex develops. It is clear that there is 
no lower limit to the aspect ratio range for the existence of 
these secondary vortices. These results are in agreement with 
the speculation of Spohn et al. who suggested that this should 
be the case but were unable to pursue this point in their experi­
mental investigation due to technical difficulties. 

The above results show that stagnation points need not neces­
sarily form initially on the central core of the flow. Indeed, 
Jahnke and Valentine (1996) have shown that separation may 
also occur on the outer boundary of the cylinder when it is 
made to rotate. All of this evidence suggests that if a small 
cylinder is placed along the central core of the flow then one 
might expect toroidal vortices to appear above a certain range 

a) b) c) 

Fig. 4 Half-plane streamline plots for r = 0.8 and (a) Re = 500 
(b) Re = 505 and (c) Re = 520. In each case there is no inner cylinder 
present. In each figure i/( = ±1 x £ ' to ±1 x £ " in steps of 1 x E~^ 
and 0. 
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Fig. 5 The range of existence of the recirculating bubbles with inner 
cylinders present plotted as a function of Re and r. The locus labeled 
EFG is for a rotating inner cylinder and HIJ for a stationary one. In both 
cases the radius ratio is set to 0.1. 

of Re. We therefore decided to investigate this possibility and 
the results for the range of existence of these secondary vortices 
are shown in Fig. 5. 

We studied two different versions of the problem. In one, 
the inner cylinder rotated with the ends while in the other it 
remained stationary. The set of points for the case where the 
inner cylinder rotates with the ends is labeled EFG while that 
for a stationary cylinder is labeled HIJ in Fig. 5. The radius ratio 
of the two cylinders was set to 0.1 for all of these calculations. It 
is immediately clear that they have the same qualitative form 
as each other and are also the same as the set shown in Fig. 2 
where there is no inner cylinder present. The locus of points 
for the stationary cylinder case is above that for the rotating 
one indicating that rotation assists the onset of the recirculation 
bubble. 

It may also be seen in Fig. 5 that the minima of the curves 
are all at approximately the same aspect ratio in all three cases. 
The scaling for Re now involves the radius of the inner cylinder 
and the gap width which is the convention for Taylor-Couette 
flows. Hence the ratio of this Reynolds number and that defined 
for the case when no inner cylinder is present involves 

77(1 - 77) . 

Thus the minimum for the case of a rotating cylinder would be 
«i28.0 and that for a stationary one is s=i32.0. Hence in the 
cases where an inner cylinder is present the minimum is ~10 
percent of the corresponding value for no cylinder. 

We show in Figs. 6 and 7 the streamline sequences for the 
onset of the bubbles for aspect ratios 2 and 0.8 where a rotating 
inner cylinder is present. The sequences for a stationary inner 

a) b) 

Fig. 7 Re = 52 and (c) Re = 60. In each case a rotating cylinder is 
present at the left-hand edge of the figure. In each figure i/r = ±1 x £~' 
to ±1 X E"* in steps of 1 x £"' and 0. 

cylinder exhibit the same features except that they are displaced 
to slightly higher Reynolds numbers. It can be seen that the 
streamline patterns are qualitatively similar to those shown in 
Figs. 3 and 4 when there was no inner cylinder present. A 
pair of toroidal recirculation bubbles are formed near the inner 
cylinder at the larger value of T and as an off-axis toroidal 
vortex for T = 0.8. The formation sequence shown in Fig. 6 is 
perhaps less distinct than in the case when there is no cylinder 
present but when viewed in detail it can still be distinguished. 
Hence, the addition of a small cylinder has not produced any 
qualitatively different features. There are some weak effects but 
they are subtle and will require more research before any defi­
nite statements can be made. 

We now turn our attention to the effect of the radius ratio of 
the two cylinders on the onset of the stagnation points in these 
rotating flows. This investigation was carried out using the case 
where the inner cylinder rotates with the ends. We show in Fig. 
8 the Reynolds number for the onset of the bubble at F = 1 
plotted as a function of the radius ratio rj. A curve has been 
fitted through the calculated data points using least squares. It 
can be seen that the Reynolds number for onset is greatly af­
fected by 77 and rises steeply as 77 -> 0.5. At these Reynolds 
numbers in Taylor-Couette type flows a strong time dependence 
would occur and so it is unlikely that they will be observable 
in an experiment. However, flows with similar vortex structure 
have been found in Taylor-Couette and related flows by Lensch 
(1988) and Kobine and Mullin (1994). Both cases involved 
experiments with a single primary vortex which developed a 
small secondary vortex above a certain range of Reynolds num­
bers. Hence the situation is analogous to the present one but 
the relationship plotted in Fig. 8 suggests that any link may be 
coincidental. 

The lower curve shown in Fig. 8 was obtained using the 
relationship 25077( 1 - 77) which should hold if there is a simple 
scaling between the case with no cylinder and the present one. 
If the onset of the bubble is unaffected by the presence of 
the cylinder the Reynolds numbers with and without the inner 
boundary should have a simple geometrical relationship. It can 
be seen that this is a reasonable approximation for values of 77 

Fig. 6 IHalf-plane streamline plots for r = 2.0 and (a) Re ^ 43 
(b) Re = 44 and (c) Re = 50. In each case a rotating cylinder is present 
at the left-hand edge of the figure. In each figure i/f = ±1 x £ " ' to ±1 x 
E " in steps of 1 x £" ' and 0. 

I 
1 

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5 

Radius Ratio 

Fig. 8 Graph of the onset Reynolds number for a recirculation bubble 
for aspect ratio 1.0 plotted as a function of radius ratio. A curve has been 
fitted to the calculated points. The lower curve shows the relationship 
250TJ(1 - r|). 
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< 0.1 and thereafter the inner cylinder has a strong effect on 
the flow field. 

4 Conclusions 
The numerical results reported here agree with previous cal­

culations and observations for the onset of recirculation bubbles 
within internal rotating flows. We have extended the investiga­
tion to small aspect ratios and found the first evidence for the 
direct onset of off-axis toroidal bubbles which ought to be ob­
servable in an experiment. We have also shown that the flow 
is relatively insensitive to qualitative changes in the inner 
boundary condition which were achieved by introducing solid 
cylinders along the central axis. This is true as long as the radius 
ratio of the two cylinders is less than 0.1. 
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The Interaction of Spinning 
Liquid Film With Swirling Gas in 
Cylindrical Vessel—Experiments 
and Numerical Simulations 
Experimental flow visualizations and numerical simulations of the interaction of a 
spinning liquid film with a swirling gas in a cylindrical vessel are reported. A gas/ 
liquid flow that simulates the high-pressure conditions of combustion was successfully 
visualized in a transparent test chamber. The test chamber was a mockup of a liquid 
propellant gun ignition system component called the hydrodynamically-stabilized 
combustor. Water-glycerol mixtures were used for the liquid, and ballistically com­
pressed helium-nitrogen was used for the gas. The liquid is injected tangentially 
along the cylindrical test chamber wall where it spreads as a spinning film. The gas 
is then injected tangentially and interacts with the liquid. The flows were insensitive 
to the tilt angle of the test chamber and only mildly sensitive to the liquid viscosity. 
Liquid entrainment by the gas and subsequent atomization occurs promptly (within 
2 ms) after the onset of gas injection, and the flow in the test chamber vent passage 
is a swirling, transonic, two-phase flow. Two types of three-dimensional simulations 
of the liquid and gas injection into the test chamber were performed using the CRAFT 
Navier-Stokes code. The first type was of the initial liquid flow only. The second type 
was of the high-pressure gas injection into the chamber, with the liquid initialized 
in an annulus around the chamber surface with a swirl velocity. The numerical 
simulations were successful in capturing the primary characteristics of the flow 
phenomena observed in the experimental flow visualizations. This included yielding 
the observed liquid flow patterns before gas injection and capturing the cellular 
structure observed after gas injection. 

Introduction 

The fluid dynamic/combustion system concept described in 
this paper was investigated during the development of the igni­
tion system for a large-caliber, regenerative liquid propellant 
gun under the U.S. Army's Liquid Propellant Gun program. 
The regenerative liquid propellant gun, which is described in 
more detail by Klingenberg et al. (1997a), uses two moving 
pistons to inject the liquid propellant (LP) during the combus­
tion process. The two pistons are designed such that an annular 
injector is formed when there is an axial separation between 
them. Before ignition, the liquid propellant is located in a sepa­
rate reservoir. An external ignition system is required to raise 
the pressure and temperature in the combustion chamber to start 
the injection process and ignite the LP. 

A program requirement was that the ignition system for the 
large-caliber, regenerative liquid propellant gun also used the 
same LP as the gun system, rather than a solid propellant charge. 
This was a development issue because of the large amount of 
LP charge (100 to 200 cm^) that was required in the igniter 
main-stage combustor. To date, the only reliable, stable way to 
combust these large liquid propellant charges was using the 
regenerative injection method, with the LP injection rate con­
trolled by the piston motion. The use of the regenerative injec­
tion concept for the ignition system was deemed too complex. 
Instead, a staged combustor concept was explored that used 
increasing size chambers in which the initial LP loading density 
(ratio of LP mass to total chamber volume) was about 0.2 to 
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OF FLUIDS ENGINEERING . IVIanuscript received by the Fluids Engineering Division 
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0.35 g/cm'. A problem that was encountered when using these 
simple medium-loading density combustors was the occurrence 
of high-amplitude pressure waves that caused damage to the 
chamber or internal components of the ignition system. A new 
igniter main-stage concept was developed in an attempt to use 
the fluid dynamics of the liquid and gas injection to stabilize 
the combustion of the LP igniter charge. This concept was called 
the hydrodynamically stabilized combustor (also called the 
HDSC). Experimental testing of the HDSC concept showed 
that it was still subject to combustion anomalies (Hanson, 
1995). Since the HDSC concept offered other important advan­
tages, such as an ignition system that could potentially be inde­
pendent of gun elevation, further investigation into the fluid 
dynamic aspects of the HDSC concept was desired. The experi­
mental and computational results described in this paper are 
two results of this investigation. 

The HDSC, whose sketch is shown in Fig. 1, uses tangential 
injection to centrifugally spin a LP film on cylindrical walls, 
thus preventing unreacted liquid from draining into the gun 
combustion chamber, downward through the HDSC centerline 
vent. After termination of the LP injection, a separate (smaller) 
charge of LP is ignited in a prestage initiator (not shown) and 
the resulting high-pressure, hot gas enters tangentially into the 
HDSC in the same direction as the spinning liquid. The hot gas 
and the LP are injected tangentially through single ports that 
are at the same azimuthal location on the chamber wall. The 
gas inlet port diameter is 9.53 mm and is located the farthest 
from the exit port (102 mm), while the LP inlet port diameter 
is 3.18 mm and is located 69 mm from the exit port. The hot 
gas interacts with the spinning LP, ignites it, and converts it to 
high-pressure (ca. 100 MPa), hot fluid that flows into the gun 
combustion chamber through the 20.62-mm vent. It was hoped 
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Fig. 1 Geometry of the HDSC 

that the swirling motion of the liquid/gas would (a) provide 
for a gun-elevation independent ignition system and (b) stabi­
lize the combusting surface of the LP and prevent combustion 
instabilities. However, combustion instabilities still occurred. 
Because uneven distribution of liquid on the walls of the HDSC 
just prior to ignition can cause the instabilities, we decided to 
conduct a flow visualization study of the liquid/gas distribution 
using a transparent replica of the HDSC and insert fluids. In 
addition to aiding the gun developers in redesigning the HDSC, 
the flow visualizations would be useful in validating, at least 
qualitatively, a numerical simulation of the liquid/gas interac­
tion. The replica tested in this study will hereon be called the 
' 'test chamber," while the actual component of the gun ignition 
system will continue to be referred to as the HDSC. 

The flows in this study are unique, and the authors are not 
aware of previous studies of such flows. Although the first phase 
of the injection process involves only the liquid, the three-dimen­
sional geometry and the free surface boundary conditions defy 
analytic solution of the flow. The second phase of the injection 
process is vastly more complex, and it involves the gas injection 
and the gas/liquid interaction prior to ignition. The gas enters the 
chamber through a complex-shaped inlet as an underexpanded jet 
and expands in a spinning configuration axially toward the choked 
vent orifice of the test chamber. Because of its high shear velocity 
(almost sonic once expanded beyond the inlet), the gas entrains 
the spinning liquid film violently. As summarized by Kuo and 
Cheung (1995), many studies of liquid entrainment by shear flow 
have been conducted. However, they cannot be applied directly 
to the case at hand, because, although the liquid entrainment mech­
anisms of shear flow are universal, their correlations are highly 
empirical and process dependent. Therefore, we based our choice 
of the simulant fluids on universal flow mechanisms and practical­
ity of use. This paper describes the results of flow visualizations 
and numerical simulations of the two phases of the liquid/gas flow 
in the test chamber. 

Approach 
Flow Visualization Tests. The developer of the ignition 

system hardware drove the objectives of the flow visualization. 

The HDSC was already in the testing phase of its development, 
and design modifications to improve its performance were re­
quired rather quickly. We were asked to visualize the fluid 
flow in the first two phases of the HDSC process at three tilts 
(elevations), 0, 40, and 75 deg; and with three liquid charges 
of 100, 140, and 180 cm^ (corresponding to loading densities 
of 0.132, 0.185, and 0.238 g/cm^). Desired data are liquid 
velocities and retention time in the spinning configuration, pres-
surization rate, gas velocities, void fractions, and liquid particle 
sizes. During the test program, only average liquid velocity, 
liquid retention time in spinning configuration, and pressuriza-
tion rates could be practically obtained. Notwithstanding, good 
quality photographic data that elucidated the HDSC flow pro­
cesses and verified the adequacy of the numerical simulations 
were obtained. 

We selected water-glycerol mixtures for the test liquids be­
cause they do not precipitate (like salts or sugars) and because 
they have advantageous properties—^their surface tensions are 
within 10% of the surface tension of the actual LP (67 dyne/ 
cm), their densities (1 —1.2 g/cm-') approach the LP density 
(1.43 g/cm'), and their viscosity range (1—36 cp) overlaps 
the LP viscosity (7.1 cp). A mixture of 50/50 nitrogen-helium 
was selected for test gas because of its low molecular weight 
(thus simulating the actual combustion gas), and efficient bal­
listic compression to high pressure and temperature. 

The experimental system is designed for good photographic 
access and ease of cleaning and setup; its schematic is shown 
in Fig. 2. The system consists of four major components: the 
transparent test chamber, the gas vessel, the igniter, and the 
liquid vessel. The entire assembly can be tilted to test the effects 
of gravity. The test chamber is comprised of three (203-mm 
OD) highly polished clear acrylic slabs bolted together with 
three bolts. The gas vessel is a modified Autoclave o-ring clo­
sure reactor-vessel, model OR0050SL30. Its smooth bore con­
tains a piston for ballistic compression of the vessel gas. The 
vessel is equipped with a 607L Kistler pressure transducer. The 
igniter is mounted onto the rear of the gas vessel. It is equipped 
with a 607C Kistier pressure transducer. The liquid vessel is an 
Allenair (gas/hydraulic) cylinder, model SSED-2-l/2*5 SR-
R-HTP. 

The gas and liquid vessels are connected to the test chamber 
via injection tubes made from Autoclave 9/16-in tubes (14.2-
mm OD, 7.9-mm ID). The injection tubes slide fit into the test 
chamber wall web and are sealed peripherally with o-rings. The 
tubes' bores intersect tangentially with the inner surface of the 
test chamber and form the injection ports. The injection axes 
are on the same plane. (See also Fig. 1.) The liquid injection 
tube assembly contains a check valve with a 172-kPa (25-psi) 
cracking pressure. The gas injection tube assembly is fitted to 
the gas vessel via a modified Autoclave filter. A brass seal disc 
(9.5-mm OD), pressure-fit into a disc retainer unit at the filter's 

MIRROR 

IGNITER GAS VESSEL dllt retainer 

SEal/dlJs L^ 
HeHWater/Gtyccrol 

SOLID PROPELLANT LIQUID checkVBlve 

VESSEL ^ 

mm 
^;^Z?i. 

TRANSPARENT 
TEST CHAMBER 

Fig. 2 Sciiematic of the experimental setup 
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inlet, seals the gas vessel from the test chamber. The disc un­
seats during ballistic compression in the gas vessel, when the 
pressure exceeds 25 MPa. UnUke a rupture disc, it does not 
introduce debris into the chamber. The liquid and gas injection 
tubes are each equipped with a Kistler 601B1 pressure trans­
ducer close to their injection ports. The pressure transducer in 
the liquid tube effectively measures the liquid injection pressure 
and, once the gas injection starts, the wall pressure in the test 
chamber at the liquid port location. 

A motion-picture camera initiates the test via a timer-se­
quencer. First, the hquid is injected into the test chamber by 
applying 6-MPa helium on the rear of the liquid-vessel piston. 
After a preset time (0.25-0.32 s), the igniter is fired, and the 
ballistically compressed gas is injected into the chamber. The 
vented liquid is continuously collected, and its final volume is 
measured. Data are recorded on a Nicolet 420 Wave Recorder. 

A Photec IV 16-mm motion picture camera equipped with a 
45-mm f/2.8 Mamiya-Sekor Model M645 lens and a wide-
angle attachment was used for high-speed (5000 frames/s) cin­
ematography. Rolls of 16-mm Kodak 2253 Ektachrome film 
were used. Video was taken (60-fields/s, 1-ms/frame exposure 
time) with a JVC Professional CCD Color Video Camera Model 
BY-lOU, equipped with a zoom lens. Four 640-W tungsten 
halogen lamps were used for illumination. A mirror mounted 
at 45 deg on the top of the test chamber facilitated composite 
photography of the side and top views. To enhance photographic 
details, the liquid was colored deep blue using a minute amount 
of methylene blue. 

Numerical Simulations. The objective of the numerical 
study was to determine the feasibility of modeling the liquid 
and gas injection processes in the HDSC ignition system. The 
numerical study was undertaken after the flow visualization 
study was nearly complete. Therefore, the numerical study used 
the test conditions of the flow visualization study as inputs. 
Specifically, one flow visualization test was chosen as the base-
Hne for the numerical simulation. If the results of the numerical 
study compared well with flow visualization results, then it was 
hoped that the model could be used to further study some of 
the physics of the concept or, if run times were reasonable, be 
used as an engineering design tool. 

The CRAFT Navier-Stokes code (Sinha et al., 1992) was 
used to perform transient, three-dimensional simulations of inert 
liquid and gas injection and mixing in the test chamber. The 
CRAFT code is based on the TUFF aerodynamic code devel­
oped by Molvik and Merkle (1989). It is a three-dimensional, 
finite-volume code that uses an implicit, upwind scheme based 
on that of Roe (1981). A Total-Variation-Diminishing (TVD) 
technique of Chakravarthy and Osher (1983) is used to obtain 
higher order accuracy without spurious oscillation behavior. A 
large-eddy simulation (LES) approach is used for turbulence 
modeling, i.e., the large-scale turbulent structure is directly sim­
ulated by the flow solver while the small-scale (on the order of 
the grid cell size) dissipative structures are modeled. In the 
code version used in the present study, a third-order accurate 
TVD scheme, second-order time integration, and a simple 
small-scale (sub-grid) turbulence model were used. A summary 
of the CRAFT code numerics and modifications for short-dura­
tion transient, chemically reacting, multiphase flows is provided 
by Hosangadi et al. (1995). Hosangadi et al. (1995) also pres­
ent several fundamental numerical validation studies that dem­
onstrate the capability of the CRAFT code to analyze problems 
involving finite-rate combustion, turbulence with large-scale 
vortical structures and transient wave processes particular to 
gun propulsion systems. The CRAFT code was successfully 
used to simulate flows in the electrothermal-chemical gun and 
the regenerative liquid propellant gun (Hosangadi et al., 1995; 
Hosangadi et al., 1996; Madabhushi et al., 1995). All calcula­
tions were performed in serial mode on the Silicon Graphics 
Inc. Power Challenge Array (SGI-PCA) system located at the 

DOD High Performance Computing Center at Aberdeen Prov­
ing Ground, Maryland. 

The test chamber geometry required that a three-dimensional 
calculation be performed. A grid of 51 X 51 X 61 (150,000 
computational cells) was developed using the GRIDGEN grid 
generation program (Steinbrenner and Chawner, 1994) and was 
used for all simulations. Figure 3(a) shows a view of the outside 
surface of the computational grid, indicating the location of the 
liquid and gas inlets and the exit vent of the test chamber. 
Figure 3(b) shows a close-up of the inlet regions. The liquid 
inlet area consisted of 48 cells and the gas inlet area consisted 
of 52 cells. The liquid and gas inlets were projections of circles, 
of the respective diameter, onto the inside surface of the test 
chamber, representing the interface of the tangential inlet and 
the inside surface of the test chamber. As shown in Fig. 3(b), 
the gas inlet intersected the chamber wall in the reduced diame­
ter region (Fig. 1). The liquid inlet was specified as a fixed 
inflow velocity boundary condition. The gas inlet was specified 
as an inflow boundary condition where the static pressure and 
temperature and velocity vector direction cosines were speci­
fied. The exit vent was specified as a non-reflecting boundary 
that properly handles the choke flow exit condition. The grid 
was nearly uniform in the interior region of the computational 
domain and no attempt was made to resolve the boundary layer 
along the test chamber wall so that the computational cost would 
be reduced. An inviscid, "slip," boundary condition was used 
at the chamber walls. The grid was generated such that the 
circular boundary of the chamber wall made up the four ' 'sides'' 
of the computational domain so that there was no "centerline" 
boundary in the computational domain. 

Results 

Flow Visualization Tests. The sequence of tests is given 
in Table 1. Three tilt angles were tested—0,40, and 75 degrees. 
The liquid was injected at a rate of 460 ± 10 cm^/s—close to 
the rate in the HDSC. The gas was injected within 0.25—0.32 
s after the end of the liquid injection, just as in the HDSC. The 
gas injection parameters were picked to minimize the mainte-

Fig. 3 Computational grid used in simulations: (a) tliree-dimensional 
view of i-(DSC chamber and [b) close-up of gas and liquid inlets 
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Table 1 Test matrix 

Test 
no. 

1-3 
4 - 6 
7, 8 
9-11 
12-14 
15 
16, 17 
18-20 
21-25 

Liquid volume (c 
(amount injected 

^') 
of 

W-water, G-glycerol) 

MOW 
140 .5W/.5G 
140 .25W/.75G 
100 .5W/.5G 
180 .5W/.5G 
lOOW 
140W 
140 .5W/.5G, lOOW, 
HOW 

MOW 

Gas injection initial 
pressure in gas vessel 

(MPa)/amount of 
IMR in igniter (g) 

None 

1 
1 
1 
1 
5.2/6 
5.2/6 
5.2/6, 5.2/10, 8/7 
8/7.5 

nance expenditures (such as repolishing the wall adjacent to 
gas inlet) but still yield realistic data. 

Pressure Data. Typical pressure data of a nominal test (No. 
24) are shown in Fig. 4. For simulation of the HDSC flow, the 
period of interest is the liquid injection, the intermission be­
tween liquid injection and gas injection, and the first 3 ms of 
the gas injection. Figure 4(a) shows the liquid injection pres­
sure and, once the gas is injected, the gas pressure in the test 
chamber. Figure 4{b) shows the first 3 ms of the static gas 
pressure in the gas jet slightly upstream the gas inlet, and the 
pressure on the test chamber wall at the liquid inlet location. 
(The latter pressure, shown multiplied by a factor of 10, is 
much lower than the former indicating that the underexpanded 
gas jet has greatly expanded when it reaches the location of the 
liquid injection port.) Experimentally, the gas inlet pressure 
pulsated because the piston in the gas vessel rebounded back 
and forth in a damped spring-mass fashion. The 3-ms duration 
corresponds to about half of the period between the first (and 
highest) and second pressure peak. The nominal peak pressure 

ZSQ.Ons 566.Ons 
l ine 

of the igniter was 170 MPa and this resulted in a (stagnation) 
peak pressure of about 50 MPa in the gas vessel. 

Because of excessive erosion of the inner surface of the test 
chamber, only one maximum-pressure test (No. 19) was con­
ducted (reaching peak pressures of 165, 33, and 2.9 MPa in the 
gas vessel, gas inlet, and liquid inlet respectively). Yet, the 
visual records from that test feature flow phenomena that are 
similar to those recorded in the nominal pressure tests. There­
fore, the data can be extended to the HDSC. 

Visualization Data. Selected video and cinematic records 
were rendered digital and stored as image files on a personal 
computer. The video frames were frame-grabbed from the VCR 
(480*640 pixels). The cinematic films were scanned using a 
KODAK film scanner (1024*1546 pixels) and stored as se­
quences of 5 frames/image pictures on KODAK Photo-CDs. 
The image files were color-processed for detail enhancement 
and for printing using Adobe Photoshop software. 

The visual records are most meaningful when observed as 
movies or video in full color. Representative video pictures are 
shown in Fig. 5 (a ) . The pictures show the clear test chamber 
from the side, with the top view observed through a mirror (and 
therefore reversed). The pictures show the spreading angle of 
the liquid and its containment in a film on the curved wall, 
including the stepped diameter curved wall. Representative cin­
ematic pictures are shown in Fig. 5{h). The pictures show 
cellular structures of the liquid film on the walls after gas injec­
tion. The milky appearance of the inner chamber reflection and 
the vent indicate liquid spray in the bulk of the chamber and 
liquid discharge through the vent. 

The visual records portrayed interesting aspects of the flow 
that were found in all the tests. They are as follows: 

1. The liquid is expected to spread on the wall because a 
pressure gradient exists between the centrifugal pressure 
in the center of the flow and the atmospheric pressure 
on its edges, hideed, the liquid spreads on the curved 
walls but not with even thickness. An even-thickness 
liquid film would have contained the largest amount of 
liquid injected, 180 cm"*, in an annular volume below the 
97.8-mm stepped diameter (Fig. 1). Experimentally, the 
liquid film covered the gas injection port and spreads 
upward on the stepped diameter curved wall, even in the 
case of the 100-cm^ injection. 

rellwtion of 
vem ttriflce 

r«ncGtioa of the injection tub«t 
In Ibe transflareiit teit eitamber 

Top View 

Fig. 4 Pressure traces of test 24: (a) at liquid inlet, (b) at gas and liquid 
inlet after the onset of gas injection 

Fig. 5 Visual records of test 24: (a) video pictures of onset of liquid 
injection, [b] cinematic pictures of gas injection 
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2. During the liquid injection, the liquid spreads on the 
curved wall within an angle of 55 ± 5 deg from the 
injection port, independent of the liquid tested. 

3. The spinning liquid pulsated axially with a sub-10-Hz 
frequency. 

4. No liquid vents from the test chamber before gas injec­
tion. In tests Nos. 1 -14, where only liquid was injected, 
the liquid continued to spin on the wall after the termina­
tion of its injection for a certain "retention" period. We 
define this period as the time interval from the termina­
tion of the liquid injection until gravity caused the liquid 
film to sag 5 cm down the walls in zero tilt configuration 
or to drip from the walls in tilted configurations. (The 
retention periods are given in Table 2 and are accurate 
to within ±0.017 s (as 0.017 s is the duration of a video 
frame).) 

5. After the termination of the gas injection, the liquid 
spread back over the curved wall and resumed its spin­
ning motion. 

The retention times are very important with respect to the 
timing of prestage ignition in the HDSC. It is desired to inject 
the combustion gas in the HDSC when the LP spins on the wall 
and does not block the gas inlet and the HDSC vent. As Table 
2 indicates, even for the lowest liquid charge (100 cm') and 
the highest viscosity (36 cp) there is a long (in gun firing 
time scale) window of opportunity (0.3 s) for gas injection. 
Therefore, variations in liquid viscosity are not problematic with 
respect to the HDSC ignition concept. The liquid resumes its 
spinning motion once the gas injection pressure drops, a fact 
that is of no consequence for the HDSC—in the HDSC the LP 
is ignited by the injected gas and burns rapidly at high pressure. 

It was very difficult to determine the liquid velocities on the 
test chamber walls. Turbulence features in the liquid effectively 
serve as flow markers, but they can be followed only for a 
maximum of three frames when photographed at 5000 frames/ 
s. The liquid port injection velocity at full injection pressure is 
calculated to be about 43 m/s. From the photography, it is 
estimated that upon termination of the liquid injection, the mid-
wall circumferential velocity of the liquid film velocity is 25 ± 
5 m/s, and it relaxes to 9 ± 5 m/s before the gas injection. The 
liquid collapses downward along the walls (in 0 deg tilt) or 
drops onto the bottom (in 75 deg tilt) once its velocity drops 
below 1 m/s and the gravitational acceleration overcomes the 
centrifugal acceleration. 

In general, the visualization data reveal that the tilt angle and 
choice of liquid had no discernible influence on the observed 
gas/hquid interaction phenomena. We suppose that for the 
tested conditions, fluid momentum transfer effects overshadow 
any viscosity and surface tension effects. Therefore, for ease of 
operation, most of the gas injection tests were conducted with 
water and at a 0 deg tilt angle. The gas action on the liquid 
asymmetrically redistributes the liquid on the wall. The com­
plete visualization of this phenomenon required cinematography 
from different camera angles. Analysis of the complete set of 
cinematic pictures indicate the following: 

1. The liquid film on the wall shears away unevenly under 
the action of the gas and forms twisting cellular struc­
tures. 

Table 2 Post-injection retention period (a) of the liquid (b) 
in spinning configuration 

Liquid volume (cm )̂ 100 140 180 
Time (s) 0.38 0.48 0.60 

(a) Times do not differ for more than 0.034 s for injections at different 
tilt angles. 
(b) For a .5W/.5G liquid mixture (viscosity = 6 cp). Add 0.05 s for W 
(1 cp) and subtract 0.08 s for .25W/.75G (36 cp). 

2. A portion of the sheared liquid is deposited on the liquid 
film on the opposite side from the gas injection port. 

3. Liquid starts to vent from the test chamber after 0.6 ms 
from the onset of gas injection. 

The unevenness of the liquid distribution is an important obser­
vation. It is suspected that such distribution is the cause for 
measured pressure spikes during the HDSC combustion process. 
This is addressed further in the Discussion section. 

Numerical Simulations. Two cases were computed. The 
first case included only liquid injection. The second case in­
cluded gas injection into the chamber that had an annular ring 
of liquid initialized along the test chamber wall with a swirl 
component of velocity. The flow visualization test 24 was used 
as the baseline for these two numerical simulations. This test 
was performed with 140 g water (see Table 1) and those were 
the properties given to the liquid in the simulation. The helium-
nitrogen gas mixture (50/50 by mole) properties were: molecu­
lar weight, 16 kg/kg-mol; specific heat ratio, 1.498; and a spe­
cific heat (constant pressure) of 1562 J/kg-K. 

Liquid Injection Simulation. In the liquid injection simula­
tion case, only the first 27 ms of the injection was simulated. 
This was necessary because of the impracticality of simulating 
the full injection period (400 ms) with the relatively long com­
putational times required for the simulation (2.7 minutes per 
iteration with a maximum time step of 1.0 X 10 " ' s). Simulating 
only the early part of the liquid injection was a reasonable 
simplification based on the flow visualization observation that 
the liquid was in a stable, swirling motion with a slowly de­
caying velocity for most of the injection period. Although the 
characteristics of this early portion of the liquid injection are 
not critical to the operation of the HDSC, it is a good reference 
point for determining how well the numerical calculation does 
in simulating the liquid injection characteristics. 

The initial chamber conditions in the simulation were set as 
gas at a uniform pressure and temperature, 1 MPa and 300 K, 
respectively. Specifying a constant velocity at the liquid inlet 
cells controlled the injection of liquid. The velocity unit vectors 
were oriented tangential to the chamber wall, with no initial 
axial component. The specification of inlet liquid and gas was 
controlled by specifying the cell gas volume fraction, 4>g- The 
inflow of liquid was specified by setting 4>g equal to 1.0 X 10 "^ 
The inflow liquid velocity was specified at 31.6 m/s, which was 
calculated from the experimental pressure data as the average 
injection velocity during the first 20 ms of injection (the very 
early region of the "liquid injection" pressure profile in Fig. 
4(fl)]. 

Figures 6(a) and (>{b) show the evolution of the liquid injec­
tion into the test chamber at two times. In the top portion of 
Fig. 6, a liquid mass fraction isosurface of 0.7, representing a 
dense spray, is shown. The bottom portion of Fig. 6 shows 
shaded contours of liquid mass fraction in a plane that cuts 
through the liquid inlet and is perpendicular to the chamber 
axis. The liquid jet, injected tangentially at 31.6 m/s, is seen to 
spread axially, covering the cylindrical part of the test chamber 
waU (Fig. 6(fl)). The liquid is observed to remain along the 
wall with the dense spray just inside the liquid region (Fig. 6 
(b)). The axial component of the liquid velocity is due to the 
pressure gradient that is generated between the center of the 
flow and the edges by the centrifugal forces. 

The simulation at 8.0 ms (Fig. 6(a)) compares with the left 
image of Fig. 5(a) , which shows the liquid injection at about 
10 ms. The liquid jet has traversed about half-way around the 
test chamber wall at this time in both the simulation and the 
flow visualization test. The liquid jet is moving faster in the 
computation than in the experimental flow visualization. This 
is likely due to the fixed inlet specification, which does not take 
into account the experimental startup transient that is noticeable 
in Fig. 4 (a ) , and the slip-wall boundary condition. The simula-
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Fig. 6 Time evolution of liquid injection into test chamber at (a) 8 ms, 
and (b) 16 ms. Upper figure: Liquid mass fraction isosurface level 0.7. 
Lower figure: Liquid mass fraction shaded contours. 

tion at 16.0 ms (Fig. 6(b)) compares with the right image of 
Fig. 5(fl), which shows the liquid injection at about 27 ms. At 
this time both the simulation and the test show that the liquid 
jet has traversed around the chamber wall a little more than one 
complete revolution. This can be seen in the simulation by 
observing that the 0.7 level isosurface has moved past the injec­
tion orifice while the liquid jet is still spreading from the inlet. 
Although difficult to make out clearly due to still-picture limita­
tions, this can also be observed in the test result (right image 
of Fig. 5 (a) ) , where the dense spray is observed to have flowed 
past the jet inlet. The spreading angle of the jet in the simulation 
was measured to be about 45 deg, which is reasonably close 
to the 55 ± 5 deg measured in the experiment. Although the 
comparisons with the test results are mostly qualitative, they 
show that the numerical simulation successfully captures the 
physical characteristics of the early liquid injection into the test 
chamber. 

Gas Injection Simulation. The gas injection simulation was 
not a continuation of the liquid injection simulation. Instead, 
the chamber was initialized with liquid in an annulus around 
the inside surface of the test chamber. Figure 7 shows a cross 
section of the chamber with liquid mass fraction contours show­
ing the initialization of the Uquid in the chamber. The chamber 
was initialized by setting the (j)g value in the first two cells next 
to the chamber wall to give 140 cm^ of liquid (water) in the 
chamber. Only one cell was initialized as liquid in the stepped-
diameter (smaller diameter) region. Using two cells made the 

Uquid 
Mass 
Fraction 

annulus of liquid approximately 5 mm thick. If the cells were 
initialized as all liquid (cjjg = 0) the amount of liquid would 
be well over 140 cm\ The value of (f)^ to give 140 cm"* of 
liquid in a gas/liquid mixture was calculated to be 0.36833. An 
estimate of the actual annular film thickness was too difficult 
to discern from the flow visuaUzation experiments. However, 
the liquid was observed to spread over the smaller diameter 
region of the chamber so it was initialized in this way. The 
remainder of the cells in the chamber represented the nitrogen-
helium mixture {(pg = 1.0). Both the liquid and the gas were 
set to 1 MPa and 300 K. An initial uniform swirl velocity of 
10 m/s was set for all cells in the chamber. This velocity was 
estimated from the flow visualization tests as the velocity di­
rectly prior to gas injection. 

The injection of the gas into the test chamber was simulated 
by using the experimental pressure-time data (Fig. 4(b)). This 
pressure, which was measured in the gas inlet, was used as the 
static pressure in a row of ghost cells outside the gas inlet cells. 
The inflow velocity was then calculated as part of the solution. 
The velocity was specified to be tangential to the chamber wall, 
with no axial component. The temperature of the incoming gas 
was set to 300 K. 

The simulation was run until 3.1 ms with a maximum time 
step of 5.0 X 10-^ and took about 380 hours of CPU time on 
a single processor of the SGI-PCA. Although the flow visualiza­
tion was recorded for more than 50 ms, the combustion in the 
HDSC takes place in the first 2 -4 ms. Therefore, this is a 
reasonable time period since only the early part of the gas 
injection is relevant for determining the state of the liquid when 
combustion takes place in the HDSC. 

The cellular structure observed in the experiments (Fig. 
5(b)) was also evident in the simulation. Liquid mass fraction 
isosurfaces (0.7 and 0.85) are shown in the top portion of Fig. 
8. Note that in Fig. 8, for clarity, only the front half of the 
computational volume (closest to the observer) was made visi­
ble. The lower portion in Fig. 8 shows filled contours of liquid 
mass fraction in a cross-section that cuts through the gas inlet 
(the dashed line in the upper portion of the figure). The view 

Fig. 7 Shaded contours of liquid mass fraction showing initial location 
of liquid in gas injection simulation 

(a) 

Fig. 8 Side view of liquid mass fraction isosurfaces (0.7 and 0.85) (upper 
figure) and shaded contours of liquid mass fraction in gas inlet plane at 
(a) 1.4 ms and {b) 1.6 ms after gas injection 
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is from below the chamber. The gas jet (lightest region in lower 
figure) is observed to move across the chamber at an angle of 
about 75 deg, rather than tangentially along the chamber wall. 
Although the gas jet is expected to expand and have a compo­
nent in the radial direction, this large radial component is likely 
due to error induced by the inflow boundary condition, i.e., 
setting the flow direction nearly parallel to the boundary. Since 
the goal of the simulation was not to obtain quantitative mea­
surements, we believe qualitative comparisons of the gross char­
acteristics of the liquid/gas interaction can still be made with 
the flow visualizations. Although the still-picture illustrations 
may be limiting, but we believe that both the flow visualizations 
and the simulation show similar gross characteristics of the 
flow—liquid entrained in eddies that are produced by the dy­
namics of the gas jet, A liquid spray is observed in the test 
chamber vent in the experiment at both times shown in Fig. 
5(b). Liquid was also observed in the chamber vent in the 
simulation, although it was at a mass fraction lower than 0.7 at 
the first time shown in Fig. 8. 

The total amount of mass lost from the test chamber by the 
end of the computation (3.1 ms) was a little less than 0.3 g. 
The rate of the mass leaving the chamber was very low during 
the computation but increased at about 1.0 ms, indicating the 
point at which liquid likely began leaving the chamber in addi­
tion to gas. Experimentally, it was not practical to measure the 
flow rate of the test chamber effluent. Of course, it is this type 
of information, not possible to measure in the experiment, that 
drives the desire to perform the numerical simulations. 

Discussion 

The most important observation from both the experimental 
flow visualizations and the flow simulations was the "cellular" 
structure of the gas/liquid interaction. The term cellular, per­
haps not the best description, was used after viewing the experi­
mental flow visualizations, which only allowed viewing the 
contact of the flow with the clear test chamber wall (Fig. 5). 
From the flow simulation results it was observed that some of 
the liquid was engulfed in three-dimensional vortical structures 
(Fig. 8) that give a similar cellular appearance if viewed by 
their contact with the chamber wall. These vortical, or eddy, 
structures are important because they can lead to high-loading-
density pockets of thermally and chemically "preconditioned" 
liquid propellant. The ' 'explosive'' combustion of these pockets 
of liquid propellant were beheved to be a probable cause of the 
high-amplitude pressure spiking that was observed in a high-
pressure jet research facility (Birk et al., 1995) and the ignition 
phase of the regenerative liquid propellant gun (Hosangadi et 
al., 1996; Klingenberg et al., 1997b). High-amplitude pressure 
spiking was the nature of the combustion anomalies present in 
the actual HDSC igniter. The pressure spikes were believed to 
be the cause of localized pitting that was observed on the inside 
surface of the HDSC chamber wall (Hanson, 1995). This would 
be consistent with the localized, explosive combustion postula-
tion. The inert gas/liquid flow structure shown in Fig. 8 could 
easily lead to such localized regions of preconditioned liquid 
propellant in the actual HDSC. It was evident after observing 
the experimental flow visualizations that a design change was 
necessary since the gas/liquid interaction was not in the form 
of a stable shear layer but was susceptible to these pockets of 
liquid propellant. 

The fluid dynamics of the supersonic gas jet appeared to 
control the gas/liquid interaction, including the location of liq­
uid accumulation. A similar observation was made by Hosan­
gadi et al. (1996) in simulations of the interaction of a super­
sonic gas jet with an initially static puddle of liquid in a test 
chamber. The domination of the flow characteristics by the gas 
jet is a likely reason for the insensitivity to chamber tilt angle 
and mild sensitivity to liquid viscosity that was observed in the 
experimental flow visualizations. 

To numerically test the effect of viscosity, a second gas injec­
tion simulation was run with a liquid viscosity 100 times that 
in the first simulation. All other parameter settings were the 
same as in the original gas simulation. The effect of the substan­
tial increase in viscosity appeared to be a small change in the 
time-history of the flow with the primary flow characteristics 
the same as those in the first gas injection simulation. Compar­
ing hquid mass fraction isosurfaces from each simulation at the 
same time showed large eddy structures of almost equivalent 
size and shape. There was only a small difference in the size 
and location of the smaller eddies, The effect of viscosity on 
the flow structure is believed to be too small to affect the com­
bustion anomalies observed in the HDSC. The effect of viscos­
ity on the liquid injection simulation was not investigated be­
cause the experimental flow visualizations showed that the liq­
uid viscosity had little effect on the state of the liquid at the 
beginning of gas injection. The hydrodynamics of the gas injec­
tion phase dominated the flow process. 

The LES turbulence approach used in the CRAFT code al­
lowed the direct numerical simulation of the large eddies that 
were observed in the gas injection simulation. This is in contrast 
to time-averaged turbulence modeling methods, which may not 
have been able to resolve the highly transient nature of the 
process. Although the true numerical accuracy of these simula­
tions cannot be estimated, Hosangadi et al. (1995) previously 
validated the CRAFT code with other cases involving two-
phase, liquid/gas flows with large-scale vortical structures. The 
complexity of the system and the pressure regime involved 
limited the validation of these simulations to qualitative compar­
isons with the experimental flow visualizations. 

Summary and Conclusions 
Experimental flow visualizations and numerical simulations 

of the interaction of a spinning liquid film with a swirling gas 
in a cyUndrical vessel were reported. The experimental flow 
visualizations showed that the flows were insensitive to the tilt 
angle of the test chamber, and only mildly sensitive to the liquid 
viscosity. The liquid jet spreading angle was measured to be 
55 ± 5 deg. No liquid was observed to vent from the test 
chamber before the onset of gas injection. Liquid entrainment 
by the gas and atomization occurred promptly, within 2 ms after 
the onset gas injection. The liquid film was redistributed by the 
gas unevenly on the walls, and it featured twisting cellular 
structures. 

The liquid injection simulation showed a very similar liquid 
flow pattern, with a jet spreading angle of 45 deg. The gas 
injection simulations captured the cellular structure observed in 
the experiments and was shown to be the effect of large eddy 
structures interacting with the test chamber wall. The calculation 
showed that a negligible amount of liquid (about 0.3 g) vented 
from the test chamber during the first 3.1 ms of gas injection. 
A second gas injection simulation with 100 times the liquid 
viscosity of the first gas simulation resulted in minor changes 
to the primary flow characteristics. 

The complexity of the system and the pressure regime limited 
both the amount of quantitative diagnostics that was obtainable 
in the experimental flow visualizations and the data available 
for numerical validation. The numerical simulations were suc­
cessful in capturing the primary characteristics of the flow phe­
nomena observed in the test chamber flow visualizations. This 
included showing that the combustion anomalies observed in 
actual HDSC firings may be due to the localized combustion 
of accumulated liquid propellant. Although limited to mostly 
qualitative information, we believe that the numerical simula­
tions have the potential to determine the effect of geometry and 
other configuration changes. 
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A Three-Dimensional Analysis 
of Rotordynamic Forces on 
Wliirling and Cavitating 
Helical Inducers 
This paper investigates the linearized dynamics of three-dimensional bubbly cavitat­
ing flows in helical inducers. The purpose is to understand the impact of the bubble 
response on the radial and tangential rotordynamic forces exerted by the fluid on 
the rotor and stator stages of whirling turbomachines under cavitating conditions. 
The flow in the inducer annulus is modeled as a homogeneous inviscid mixture, 
containing vapor bubbles with a small amount of noncondensable gas. The effects 
of several contributions to the damping of the bubble dynamics are included in the 
model. The governing equations of the inducer flow are written in "body-fitted" 
orthonormal helical Lagrangian coordinates, linearized for small-amplitude pertur­
bations about the mean flow, and solved by modal decomposition. The whirl excitation 
generates finite-speed propagation and resonance phenomena in the two-phase flow 
within the inducer. These, in turn, lead to a complex dependence of the lateral 
rotordynamic fluid forces on the excitation frequency, the void fraction, the average 
size of the cavitation bubbles, and the turbopump operating conditions (including, 
rotational speed, geometry, flow coefficient and cavitation number). Under cavitating 
conditions the dynamic response of the bubbles induces major deviations from the 
noncavitating flow solutions, especially when the noncondensable gas content of the 
bubbles is small and thermal effects on the bubble dynamics are negligible. Then, 
the quadratic dependence of rotordynamic fluid forces on the whirl speed, typical of 
cavitation-free operation, is replaced by a more complex behavior characterized by 
the presence of different regimes where, depending on the whirl frequency, the fluid 
forces have either a stabilizing or a destabilizing effect on the inducer motion. Results 
are presented to illustrate the influence of the relevant flow parameters. 

1 Introduction 
The combined effects of destabilizing rotordynamic fluid 

forces and cavitation represent the main fluid dynamic phenom­
ena that adversely affect the dynamic stability and performance 
of high power density turbopumps (Brennen, 1994). This can 
lead to very serious problems ranging from fatigue failure to 
sudden destructive damage of the machine (Jery et al., 1985; 
Franz et al., 1990). Rotordynamic fluid forces under cavitating 
conditions have long been known to play an important role in 
promoting tiie development of self-sustaining lateral motions 
(whirl) of the impeller (Rosenmann, 1965). Recent experi­
ments carried out in the Rotor Force Test Facility at the Califor­
nia Institute of Technology by Franz et al. (1990) and Bhatta-
charyya (1994) showed that cavitation significantly affects the 
rotordynamic fluid forces on axial flow inducers. In general, 
cavitation has been found to have a destabilizing effect on the 
whirl motion. In the present context, it is important to note that 
cavitation replaces the characteristic quadratic behavior of the 
noncavitating rotordynamic fluid forces with a more complex 
dependence on the whirl speed, thereby undermining the tradi­
tional expansion of the rotordynamic fluid forces in terms of 
stiffness, damping and inertia matrices. Bhattarcharyya (1994) 
tentatively correlated these changes to the development of re­
verse (possibly oscillatory) flow at lower flow coefficients, im-
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OF E'LUIDS ENGINEERINO . Manuscript received by the Fluids Engineering Division 
January 21, 1998; revised manuscript received May 5, 1998. Associate Technical 
Editor: J. Katz. 

plicitly postulating some form of interaction between cavitation, 
backflow and whirl motion. 

The present research aims at obtaining some fundamental 
understanding of the basic fluid dynamic phenomena responsi­
ble for the observed behavior of the rotordynamic fluid forces 
in whirling and cavitating inducers. In particular, the main pur­
pose of this study consists of investigating to what extent this 
behavior results from the dynamic response of the bubbles in 
the cavitating flow through the inducer under the excitation 
provided by the whirl motion. The flow is studied using the 
linear perturbation approach used by the authors in their previ­
ous dynamic analyses of bubbly liquids (d'Agostino and Bren­
nen, 1983, 1988, 1989; d'Agostino, Brennen and Acosta, 1988; 
Kumar and Brennen, 1993; d'Auria, d'Agostino and Brennen, 
1994, 1996), extending earlier two-dimensional results 
(d'Auria, d'Agostino and Brennen, 1995) to account for the 
presence of the inducer blades and the occurrence of significant 
tangential components of the rotordynamic fluid forces. By in­
troducing suitable simplifications, this approach leads to a fully 
three-dimensional boundary value problem for a linear Helm-
holtz equation in the complex amplitude of the pressure pertur­
bation. Solution to this equation can be efficiently obtained by 
separation of variables. Despite its intrinsic limitations, the re­
sults of the theory are consistent with the general features of the 
available experimental data. Hence, it appears that the present 
analysis correctly captures some of the fundamental fluid dy­
namic phenomena in whirling inducers under cavitating condi­
tions and can usefully contribute to the understanding of the 
rotordynamic fluid forces and instabilities in a number of im­
portant turbomachinery applications. 
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Fig. 1 Schematic of the flow configuration and Inducer geometry 
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whirl 
orbit 

Fig. 2 Schematic of whirl motion, coordinates and rotordynamic forces 

2 Linearized Dynamics of a Bubbly Flow in a 
Whirling Impeller 

We address the problem of the flow of an incompressible 
liquid of velocity u, pressure p, and density, pt, in a heUcal 
inducer rotating with velocity, n , and whirling on a circular 
orbit of small eccentricity, e, at angular speed, u;. We define an 
absolute (inertial) system of cylindrical coordinates (r, i9, z), 
fixed on the axis of the duct surrounding the inducer, and rela­
tive cylindrical coordinates, (r ' , tf', z ' ) , fixed in the impeller, 
as illustrated in Figs. 1 and 2. Hence, to the first order in the 
eccentricity, the coordinate transformation is: 

r — r' — t cos {'d — Loi), 

i9' = 1? - n? -I- - sin (?9 - wf) and z' = z 
r 

A number of simplifying assumptions are introduced in order 
to obtain a soluble set of equations that still reflects the dynam­
ics of a whirling inducer in a bubbly mixture. The relative 
motion of the two phases, whose dynamic role is insignificant in 
the present linearized approximation (d'Agostino and Brennen, 
1989), is neglected. Viscous effects are also neglected, except 
in the bubble dynamics where they contribute to the damping. 
As shown in Fig. 1, an infinite helical inducer is considered, 
with N radial blades, zero blade thickness, hub radius r,,, tip 
radius r^, tip blade angle /9r> and constant pitch: 

P = liirj tan /Jj- = 1-nr' tan ^ 

The mean flow conditions are specified by the flow coeffi­
cient, (/), and the cavitation number, a, assuming fully-guided 
forced-vortex flow with axial velocity vi„ = I^^YJ, angular ve­
locity n„ = 0(1 — <i) cot /9„r), zero radial velocity M„, and 
uniform mean pressure p„ = py„ -i- apSl^r\ll (neglecting cen­
trifugal effects), where pv„ is the vapor pressure of the liquid. 

Cavitation is modeled by a uniform distribution of small 
spherical bubbles of unperturbed radius, R„, and void fraction, 
a < \. The dynamics of vapor-gas bubbles is modeled as pro­
posed by Nigmatulin et al. (1981), assuming uniform internal 
pressure, equal gas and vapor temperatures, and linear subsonic 
bubble oscillations. For assigned values of the pressure, temper­
ature, and surface tension of the surrounding liquid it is possible 
to determine the amount of non-condensable gas stabilizing a 
bubble of given radius (d'Auria et al , 1997). The effects of 
compressibility, inertia, and energy dissipation due to the vis­
cosity of the liquid and the transfer of heat and mass between 
the two phases are included in the model. In this model, the 
vapor-gas bubbles, when excited at frequency W;,, behave as 
second-order harmonic oscillators: 

( - w i - iujJX -(- LLI\)R ~ -
PLRO 

(1) 

where R and p are the complex amplitudes of the bubble radius 
and liquid pressure perturbations: 

/? = « - i?„ = Re{/? exp(-iWiO) and 

P = P -/ '<. = Re{p exp(-i 'a;,/)}. 

Assuming that the gas and vapor densities are negligible when 
compared to the liquid density and solving the energy equation 
at i? = Ra, the damping coefficient \ = X.(a;i) and the bubble 
natural frequency UJB = IL)B{OJL) are obtained as: 

Nomenclature 

a = sound speed 
b = boundary equation 
e = unit vector 
E = bubble thermodynamic function 
F = force 
i = imaginary unit 
;' = blade index 
J = Bessel function of the first kind 
k = wave number, thermal conductivity 
/ = hub excitation mode index 

m = blade excitation mode index 
n = cross-flow helical coordinate 
Â  = number of blades 
p = pressure 
P - blade axial pitch 
r = radial coordinate 
R = bubble radius 
s = streamwise helical coordinate 

t — time 
u = velocity vector 

u,v,w = velocity components 
x,y, z = Cartesian coordinates 

Y = mass fraction, Bessel function 
of the second kind 

a ~ void fraction 
/3 = blade angle 
y ~ specific heat ratio 
e = whirl eccentricity 
d = azimuthal coordinate 
\ = bubble damping coefficient 
p, ~ eigenvalue 
V = kinematic viscosity 
p = density 
a ~ cavitation number 
T = bubble volume 
ip = angle 

4) = flow coefficient 
ui = frequency, whirl angular speed 
n = rotational speed 

Subscripts and Superscripts 
B = bubble, blade 
G = gas 
ff = hub 
/ = inducer 
L = liquid, Lagrangian 

M = bubbly mixture 
p = pressure 
R = radial 
T = tangential, blade tip 
V = volume 

V = vapor 
VG = vapor-gas mixture 

o = unperturbed or reference value 
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= 0.9 

K„ = 0.85 

Y, = 0.7 

K„ = 0.5 
Y^ = 0 

0.01 0.1 1 10 100 

a>L [rad/s] 

Fig. 3 "Cold bubble." Radius response, \^p„/Rtp\, of a 1 mm radius 
gas-vapor bubble in water at p,, = 5' 10^ Pa, T,, = 293 K, as a function 
of the excitation frequency, WL. foi" different values of the bubble vapor 
content; Yv = 0 (noncondensable gas bubble), Yv = 0.5, Yv = 0.7, 
Yv = 0.85, and y^ = 0.9 (from d'Auria et al., 1997). 

2X = 
3pB, 

PLRIUJL 
Im 

3ps Re JVC 1 

Rl 

IS 

p,Rl U C w j J p,Rl 

(2) 

(3) 

which are similar to the expressions of Chapman and Plesset 
(1972) and Prosperetti (1984, 1991). Here jva is the specific 
heat ratio of the vapor-gas mixture inside the bubble, VL and S 
are the kinematic viscosity and the surface tension of the liquid, 
and pg„ = Po + 2S/R„ is the bubble internal pressure, which is 
the sum of the partial pressure of the vapor, pvo, and of the 
non-condensable gas, pco- The quantity E — E(u!,^) accounts 
for the bubble compressibility, interfacial phase changes, heat 
transfer, mass diffusion, and inertial effects (Nigmatuhn et al., 
1981). 

It is important to note that the dynamic behavior of vapor-
gas bubbles changes dramatically when the temperature is such 
that interfacial heat transfer limits the bubble dynamics (Bren-
nen, 1995). This is illustrated in Figs. 3 and 4, where the 
response of bubbles with different vapor content is plotted as 
a function of the excitation frequency for p„ = 5000 and 40,000 
Pa, respectively corresponding to temperatures of 20° and 70° 
Celsius. In both cases the normalized amplitude of the bubble 
response increases rapidly with the vapor content. However, 
vapor-gas bubbles at 20°C are much more compliant than those 

6 

5 

4 

3 

2 

1 

Kv=0.9 

K, = 0.8 \ 

Y^ = OJ ^ ' ~ ~ \ \ 

Y^=OA ^"^^^<^i>-:J) 
y„=o ~ - — r z ^ 

1 

• 

0.01 0.1 100 

[rad/s] 

1000 

Fig. 4 "Warm bubble." Radius response, \Rpo/RoP\, of a 1 mm radius 
gas-vapor bubble in water at pg = 4-10'' Pa, r„ = 343 K, as a function 
of the excitation frequency, a>L, for different values of the bubble vapor 
content: Y^ = 0 (noncondensable gas bubble), Yv = 0.4, Yv - 0.7, 
Yv = 0.8, and / „ = 0.9 (from d'Auria et al., 1997). 

Fig. 5 Schematic of the transformation from the cylindrical coordinates 
r, {>, z to the orthogonal helical coordinates ri., Si., HL 

at 70°C. This has important consequences for the forces acting 
on the inducer. 

The perturbation velocities must satisfy the kinematic condi­
tions on the hub, D{r' - rH)IDt = 0, on the outer casing, D(r 
- rr)IDt = 0, and on the blade: 

— I'd' +-CQiPr- i9/j = 0 

where i?/ = 27r( j - 1 )IN identifies the angular position of the 
yth blade {j = 1, 2, . . . A )̂. It is convenient to analyze the flow 
in body-fitted Lagrangian helical coordinates: 

rt = r, SL = 
Q.J 

27r 
c o s ' ^ 

Wat 
sin^ P, 

N N 
nL = — (^- 0„0 +-(z- wj) 

ZTT P 

moving with the mean flow at axial velocity, w„, and angular 
speed, Q,,, and normalized so that Si, and rii are incremented by 1 
for one rotation about the axis (see Fig. 5) . Then, the linearized 
kinematic conditions for the Lagrangian velocity perturbations 
(M, li, w) on the solid surfaces are found to be: 

« = euJi sin 27ri' '2^ - l a 
H « i s m p 

N 

OJlt 

on the hub r,, = r^ 

M = 0 on the casing r̂ , = rr 

and: 

PUJL COS 6 I „ 2n . , . 
w = e cos l-KSi H «i sin p - ivj 

2nri \ N 

on the blades n^ = 1, 2, N 

where COL = oj - 0,,, is the frequency of the bubble excitation 
in the Lagrangian frame. Finally, appropriate boundary condi­
tions at the inlet and exit of the inducer are needed. Here, for 
simplicity, we impose periodic conditions P(SL) = P(SL + 1 ) , 
consistent with the original assumption that the inducer is long 
in the axial direction. 

GeneraUzing the derivation of d'Agostino and Brennen 
(1988), linearization of the fluid dynamic equations of the bub­
bly mixture in rotating coordinates for time-harmonic fluctua­
tions with frequency cui and irrotational absolute velocity pertur­
bations yields the following Helmholtz equation for the pressure 
field: 
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W + k\uJL)p = 0 (4) 

where the free-space wave number, k, is determined using the 
principal branch of the complex square root from the dispersion 
relation: 

1 k'ito,) 1 

OuioJi,) 

l^lo 

auo \UJB - OJL- ii^J-^^ 

Here aui^jJi) is the complex (dissipative) and dispersive (fre­
quency dependent) speed of propagation of harmonic distur­
bances of angular frequency, Wi, in the free bubbly mixture, 
and UMO is the low-frequency sound speed, given by: 

2 
dlHo — 3a( l - a) 

where WHO = WB(0) is the natural frequency of oscillation of a 
single bubble at isothermal conditions (U>L -> 0) in an unbounded 
liquid. Assuming uniform mean pressure in the inducer, k is 
constant and, neglecting Coriolis forces (n„ « 0) , to this order 
of approximation, the complex velocity and pressure perturba­
tions are related, as usual, by iujipi{\ ~ a ) u = Vp. 

With the above boundary conditions, the homogeneous 
Helmholtz equation for the pressure represents a well-posed 
complex boundary value problem for p. If the blade angle (i = 
p(r) is approximated by a constant value /3„ at some suitable 
mean radius r^, the separable solution (Lebedev, 1965) in the 
blade channel j - 1 :s rii s j is: 

P = l a.Rmin) cos [ 2 T ( « , - j + l)]e'(^-'.-V) 
(=0 

+ Z RBm(rL)lc„,j COS lix^iriL -j+ 1)] 

where: 

ao = ept(l 

- c„,_, cos [M„,(nt - ;•)] )e'*^-' '.-." (5) 

ot)LolrH exp j i — Hi sin^ /?„) driL 

a, = 27rZepi(l - a)iolrH 

J' In 
X I exp I i ^ ^ Wi sin^ B„ ] cos [ln{nL - j + l)]dnL 

for / * 0 

eNpd^ - a)uji 

J exp{ i~j sin^/3o]RB,n{rL)dn 
2 "ni N-

il-Kjiin sin pLn r Nhi. 

P^ cos^ ^„ 
Ri„(.ri.)dn 

In these equations Rmirt) and RBmiri) are the modal solutions 
corresponding to the hub and blade excitation, given in terms 
of the Bessel functions of the first and second kind and order 
v = cos Po by: 

Rw(rL) = 
1 U B,n)Y l{B,rr) - Y,X B,n)Jl(B,rr) 

B,rH Jl{B,rft)Y l(B,rr) - Y liBirn)JliB,rr) 

RB,n{r,.) = J,AB„r,^Yl{B„,rT) - Y,(B,„ri.)Jl(B,„rr) 

where fl,„ are the (infinite and positive) zeros of the equation: 

JUBrt,)YUBrr) - Yl(Br„)Jl(Brr) = 0 

and Bi and //„, are the principal square roots of; 

P cos /?„ 

,,2 _. -P'cos'/^° r p r . . ^ «2i 
N 

In the presence of bubble dynamic damping, the series for p in 
Eq. (5) converges rapidly and only the first few terms are 
needed in the computations. 

In the special case of no bubble dynamic damping, k^ is real 
and the boundary value problem for p is self-adjoint with real 
eigenvalues, n^. If, in particular, k^rr < cos^ p„, then all eigen­
values pi, are negative. Given the functional dependence of the 
solution, this condition and the dispersion relation identify the 
cut-off frequency: 

wl - ui* - U„ 'JJBO , 1 + 
3a( l — a)r', 

Rl cos^ I3„ 
(6) 

beyond which no wave-like propagation of the blade excitation 
takes place in the «/,-direction. From the above equations it also 
appears that resonance occurs in response to the hub and blade 
excitation when Bi = S„ and p,,, = In, respectively. This leads 
to an infinite set of natural frequencies: 

^Lhn CJ(„, S l„ 

bJBo [l + 
3a( l - a)IRl 

Bi + IVN'-IP' cos" /?„ 
(7) 

for / > 0, m > 0. Notice that, consistent with the results of 
previous dynamic analyses of bubbly flows (d'Agostino and 
Brennen, 1983, 1988, 1989; d'Agostino et al., 1988; d'Auria, 
d'Agostino and Brennen, 1994,1995, 1996), uf and LOU„, never 
exceed the resonance frequency UJBO of an individual bubble, 
and become much lower when a "cloud interaction" parameter, 
/?, becomes significantly greater than unity. In the present case, 
P = aV-IR^ where L = VT. 

The rotordynamic fluid force per unit length on the inducer 

1 

irePpSl'-rrJs, 
(8) 

where S, is the surface of the inducer (hub and blade surfaces) 
for one interval 0 < ?9 < 27r. 

Upon integration, the radial and tangential components, FR 
and FT, of the rotordynamic force on the inducer are more 
compactly represented in complex form by; 

F = FK ~ iFr (9) 

Due to the linear nature of the solution, it is possible to synthe­
size the rotordynamic forces by examining the separate contri­
butions from the hub and blade motion. With the notation of 
Eq. (9), the rotordynamic force on the hub generated by the 
hub motion is; 

piHH) _ p(,HH) _ IpiHH) 

= —2 S I ^ a,RnAru)I,j (10) 
'nePpi9.^r\'. ••\ i~a N 

where: 

/,_,• = 1 exp( -(• - ^ «,, sin^ P„\ cos [/7r(ni - j + l)]dn, 

Similarly, the rotordynamic force on the hub generated by the 
blade motion is: 
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plHB) ._ 

where: 

A 

r R iF'-.r = -
1 

X X Z ^^-TT RBm{rH){c„jA„j - c,„j-,B„j) (11) 
N 

expl -I — «L sin^ /5„) cos li^mint - j + i)]dn!^ 

B„j = exp( - ! - ^ Mi sin^ /3J cos [//„,(«!, - ;')]«?«/, 

The complex representation of the rotordynamic force on the 
blades generated by the hub motion is: 

piBH) ^ p<.BH) _ ^p<.BH) 1 
•KePpSl'^r] 

i(2•l,IN)U-i^e\n^t •dn 
j=l 1=0 

N +• 

( - l ) ' I I 
J = l 1=0 

— rR«( r Je~"^ - ' ^»™' ' ' » r f r J (12) 
2 •''•« J 

and, finally, the rotordynamic force on the blades generated by 
the blade motion is: 

^(OT) =, piBB) _ fp. (BB) 1 
nePpi^n^l 

X ] I I i - (c,„j - c„j^i cos fj,„) 
lj=[ m=0 ^ 

N +-^ p 

- I I «' T (Cmj c o s / i„ - C,„j_i) 

-i(2,r/«)(y-l)sin2/3^^^ 

-l(2w/N)j siil^/3 »fi?n (13) 

Then, the rotordynamic forces on the inducer are simply synthe­
sized as: 

F = F« - iFr = F ' " " ' + F<™' + F '"" ' + F<« )̂ (14) 

The modes î m, due to the hub motion, are analogous to the 
earlier two-dimensional flow solution (d'Auria et al. 1995), 
except for relatively minor modifications introduced by the heli­
cal nature of the flow. These mostly contribute to the radial 
component of the rotordynamic force. On the other hand, the 
modes Rsm, due to the blade motion are essentially three-dimen­
sional and generate significant contributions to the tangential 
forces. 

The entire flow has therefore been determined in terms of 
the material properties of the two phases, the geometry of the 
impeller, the nature of the excitation, and the assigned quantities 
(p, a, a, and Ro • 

3 Results and Discussion 
The calculated rotordynamic forces acting on the inducer as 

a consequence of the whirl motion are strongly dependent on 
the propagation of pressure disturbances through the blade chan­
nels. The general features of this propagation (behavior in space 
and time, dependence on the flow parameters, resonances and 

FR O U *. ;.—•-

• i . • 

-0.6 -0.4 -0.2 0.0 0.2 

(Op 
0.4 0.6 

Fig. 6 Experimentally measured radial rotordynamic force on the test 
Inducer as a function of the whirl speed ratio w/O under cavitating condi­
tions at 1̂  = 0.049 and a = 0.106 (adapted from Bhattacharyya, 1994) 

cut-off frequencies, etc.) have already been examined (d'Auria 
et al., 1995) and will not be reviewed here in detail. 

The rotordynamic fluid forces predicted by the present model 
will be compared with the experimental results obtained by 
Bhattacharyya (1994) for a helical inducer (rr = 5.06 cm, r^/ 
rr = 0.4, PT = 9°, e = 0.254 mm) operating in water at fi = 
3000 rpm with flow coefficients of </> = 0.049 and 4> = 0.074 
(not corrected for hub blockage) and different values of the 
cavitation number, a. 

Figures 6 and 7 show some typical experimental data at a 
flow coefficient, </> = 0.049, and a cavitation number a = 0.106. 
Notice that the forces do not vary quadratically with the whirl 
frequency, UJ, and that their behavior is characterized by multi­
ple zero crossings. The radial force (Fig. 6) is essentially nega­
tive for Lo/fl > -0 .2 , and has a minimum at uj/Q = 0.2. 
Similar behavior was observed for other cavitation numbers 
(Bhattacharya, 1994). In the tangential forces (Fig. 7) , the 
most interesting feature is the strong positive (destabilizing) 
peak at uj/fi = 0.2. This peak was present in all of the experi­
ments of Bhattacharyya (1994); it increased in magnitude as 
the cavitation number, a, increased and the flow coefficient, 4>< 
decreased. 

Typical results for the radial and tangential rotordynamic 
forces predicted by the present theory for the same inducer at 
(j) = 0.049, and a = 0.106 are displayed in Fig. 8 as a function 
of the whirl speed ratio ui/fl. Despite the differences between 

FT 

0 F̂  

I 
I 

I 

i • 
• 
I 
I 

- »—i •• 
• 

0.0 

(Op 
0.2 0.4 0.6 

Fig. 7 Experimentally measured tangential rotordynamic force on the 
test inducer as a function of the whirl speed ratio lo/Q under cavitating 
conditions at î  = 0.049 and o- = 0.106 (adapted from Bhattacharyya, 
1994) 
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Fig. 8 Radial and tangential rotordynamic forces on the test inducer as Fig. 10 Tangential rotordynamic force on tiie test inducer as a function 
a function of tlie wliirl speed ratio lalCt under cavitating conditions at of ttie whirl speed ratio lalU under cavitating conditions aX a = 0.03, 
<p = 0.049, To = 293 K, a = 0.005, RITT = 0.01, Po = 2255 Pa, and Yv = To = 293 K, fl/fr = 0.01, p,, = 2255 Pa, for two different values of the 
0.875 flow coefficient, <)> 

theory and experiment (notice, for example, that the magnitude 
of the forces is off by one order of magnitude), the main qualita­
tive features of the forces are correctly reproduced. Note that, 
consistent with experimental results, the radial force, F^, is 
essentially negative for lo/fl > -0 .3 . In addition, the zero 
crossing for positive whirl ratios and the minimum at u>/Q = 
0.2 have been reproduced by the computations. More important, 
in view of its implications for rotordynamic stability. Fig. 8 
shows that the strong positive peak in the tangential force and 
its location (w/fi s 0.2) are also reproduced by the theory. 
Figure 9 presents results for various void fractions. As the void 
fraction increases, the magnitude of the peak in the tangential 
force increases. This is physically consistent with the experi­
mental observations of Bhattacharyya (1994), who observed 
the same increase as the cavitation number, a, decreased. Figure 
10 presents results for various flow coefficients and demon­
strates that a similar effect occurs as </> decreases. 

These results are strongly influenced by bubble dynamics 
effects. The corresponding value of the cloud interaction param­
eter 3a(l — a)rr/Rl (as defined by d'Agostino and Brennen, 
1989) is much larger than unity, thus indicating that extensive 
bubble dynamic and resonant phenomena are likely to occur in 
the inducer flow. 

Finally, we turn our attention to the influence of thermal 
effects on the rotordynamic forces. Figure 11 shows the behav­
ior of the tangential force for different values of the temperature 
in the liquid. It may be observed that, as the temperature in the 
flow increases, the peak decreases in magnitude and eventually 
disappears. This behavior results from the different bubble re­

sponse at different temperatures, as exemplified by Figs. 3 and 
4. 

A few brief remarks on the discrepancies between the present 
theory and experimental results are appropriate. First, the mag­
nitude of the rotordynamic forces is systematically underesti­
mated. A plausible cause for this discrepancy is the variation 
of cavitation in the radial direction in the blade channels. Also 
the (rather unrealistic) assumptions that all bubbles have the 
same radius and therefore the same resonant dynamic behavior 
results in more localized peaks than those observed. Finally, 
the present theory necessarily neglects the secondary flows that 
are inevitably present in cavitating inducers (Brennen, 1994). 

4 Conclusions 
The results of this study show that bubble dynamics cause 

major modifications of the rotordynamic forces on cavitating 
inducers. 

The propagation of the whirl-induced disturbances within the 
inducer is significantly modified by the large reduction of the 
sonic speed in the bubbly cavitating flow. The spectral response 
of the rotordynamic fluid forces is strongly correlated to the 
cloud interaction parameter, 3a( l - a)rl/Rl, and the relative 
magnitude of the excitation and bubble resonance frequencies. 
Most of the paper focuses on cavitation that is uninhibited by 
thermal effects though we also demonstrate the damping effects 
introduced when thermal effects become important. 

The computations show that the rotordynamic fluid forces on 
the inducer in bubbly cavitating flows no longer vary quadrati-
cally with the whirl frequency, as in noncavitating conditions. 
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rotordynamic force on the test inducer as a function 
ratio <d/n under cavitating conditions at ĉ  = 0.049, 
0.01, Po = 2255 Pa, for three different values of the 
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Fig. 11 Tangential rotordynamic force on the test inducer as a function 
of the whirl speed ratio, lo/fl, under cavitating conditions at î  = 0.049, 
Ro/rr = 0.007, PL = 35000 Pa, and three different temperature levels 
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The theory qualitatively reproduces the main characteristics of 
the rotordynamic forces (though there are significant quantita­
tive discrepancies). In particular, the occurrence of a strong 
destabilizing peak in the tangential force is correctly predicted, 
including the frequency at which it occurs and the evolution of 
the magnitude with cavitation number and flow coefficient. 
These results provide the first real insight into the complex 
physical phenomena observed experimentally. 
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Centrifugal Pump Performance 
Drop Due to Leading Edge 
Cavitation: Numerical 
Predictions Compared With 
Model Tests 
The aim of this paper is to present the results obtained with a 3-D numerical 
method allowing the prediction of the cavitation behavior of a centrifugal pump 
and to compare this prediction to model tests. The influence of the diffuser on the 
pump performances, for a cavitating flow, is taken into account by performing 
coupled computations. The proposed method, which allows the performance drop 
prediction, consists of assuming the cavity interface as a free surface boundary of 
the computation domain and in computing the single phase flow. The unknown 
shape of the interface is determined using an iterative procedure matching the 
cavity surface to a constant pressure boundary (p„). The originality of the method 
is that the adaptation process is done apart from the flow calculation, allowing to 
use any available code. 

Introduction 
Cavitation behavior prediction of hydraulic machines, such 

as inception a„. and standard u,, cavitation coefficients, partial 
cavity length and its associated performance drop is of high 
interest for the manufacturers. 

When upgrading existing hydraulic installations or designing 
new geometries, the cavitation guarantees are often the main 
Umiting features. A precise prediction of this phenomenon by 
numerical simulation is then essential. In recent years, models 
to predict cavitation development have been refined and applied 
with success on isolated profiles, for steady (Lemonnier and 
Rowe, 1988; Dupont and Avellan, 1991) and unsteady flows 
(Delannoy and Kueny, 1990; Kubota et al, 1992). Some 3-D 
models, based on potential, S1/S2 and Euler flow computation 
were also developed, but without taking into account the 3-D 
turbulent and viscous effects of the cavity on the flow (Kinnas 
and Fine, 1993; Maitre et al , 1993). 

The aim of this paper is to present results obtained with a 
new 3D numerical method allowing the cavitation behaviour 
prediction of pumps. This method considers the cavity interface 
as a free surface boundary of the computation domain. As it 
has been done on a 2D profile by Yamaguchi and Kato (1983), 
the cavity shape is iteratively modified until the pressure at its 
interface is constant and equal to the vapor pressure (/?„). This 
method has the advantage of being independent of the flow 
computation code. However, the iterative process could be quite 
time consuming if starting from the solid surface of the blade. 
So, an original procedure is used to estimate an initial cavity 
shape. This approach has been successfully validate on a twisted 
elliptical hydrofoil, for nonconfined flows showing important 
3D effects (Hirschi and Dupont, 1998). To present the accuracy 
of the proposed method on hydraulic machines, numerical cal-

Contributed by the Fluids Engineering Divi.sion for publication in the JOURNAL 
OF FLUID.S ENGINEERING , Manuscript received by the Fluid.s Engineering Division 
September 24, 1997; revised manuscript received September 24, 1998. Associate 
Technical Editor; B. Schiarvello. 

culations performed on a centrifugal pump («, = 15) and a 
pump-turbine (n, = 66) with a commercial Navier-Stokes code 
(TASCflow®) are compared with measurements. Particular op­
erating points are chosen to predict the impeller cavitation be­
haviour. 

These calculations are done in 3 steps: First, a cavitation free 
flow computation is performed, in order to define the hydraulic 
performances and the cavitation inception coefficient cr„., which 
is predicted using the minimum pressure coefficient calculated 
over the blade. Then, the initial cavity shape is established as 
a function of the cavitation coefficient. Finally, the cavitation 
coefficient a,,^, corresponding to the beginning of the perfor­
mance drop, is determined by a direct computation of the pump 
flow, taking into account the flow modification due to the cavita­
tion sheet. The comparison with the measurements is done de­
fining a local cavitation coefficient, based on the a,, cavitation 
coefficient measured during the model tests (Avellan, 1993; 
Dupont etal., 1993). 

The cavitation behavior prediction of the impeller is only 
possible if the velocity field at its inlet is well known. As no 
experimental surveys of the impeller inlet flow were done for 
the pump n, = 15, a flow computation of the inlet pipe is 
performed in order to define the velocity field and the evolution 
of the absolute flow angle at its outlet. 

On Fig. 1 is represented the flow characteristics at this 
location. Figure 1 brings to the fore the quality of the re­
sulting flow distribution. The angular variations in compari­
son with the ideal angle of 90 degrees are lower than 0.1 
degree and the meridional velocity is quite constant across the 
radial direction. For the pump-turbine, experimental surveys 
have been performed and are represented on Fig. 2. We can 
observe also a very good quality of the flow field. Considering 
these results, one can assume the velocity field to be axial 
and constant at the outlet of the inlet pipe. This condition 
will be used as an inlet condition for all impeller flow compu­
tations. 
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Cavity Modeling 
In the proposed method, the cavity prediction is done inde­

pendent from the flow computation code. As the cavity shape 
has an influence on the mean flow, an iterative process needs 
to be applied between the CFD code and the cavitation predic­
tion one. Based on the pressure distribution along the cavity 
given by the CFD computation, a deformation algorithm is used 
to modify the interface shape in order to reach a constant pres­
sure equal to the vapor pressure along it. In the equilibrium 

calculation at the interface, only the pressure term is taken into 
account, neglecting the shear rate tensor term as well as the 
surface tension at the interface (Hirschi, 1998). After each 
cavity adaptation, the mesh of the flow domain needs to be 
adapted to the new cavity interface and a flow computation is 
performed using the previous solution extrapolated on the new 
mesh as an initial solution. As this iterative process could be 
quite time consuming if beginning with a zero cavity thickness, 
an initial cavity shape is used. 

Cavity Surface Tracking Metliod. The cavity shape is 
adapted step by step according to the pressure distribution ob­
tained with the flow computation at the previous iteration. If 
one considers t the subscript corresponding to the calculated 
values at the previous iteration, the expression of the modified 
cavity thickness e at the abscissa £, along the streamline 77 is 
given by: 

e{(,r],t+ 1) 

= e(^, ri, t) + XC2[Cp(e. ^. t) + Xc]-n{i, r], t) (1) 

where h represents the normal direction to the cavity interface 
at the point {£,, rj, t) and X. is function of the flow confining, 
which depends mainly on the blade to blade distance for hydrau­
lic machines. Ca is a factor depending on a relaxation coefficient 
C,. 

C2 = 
[2 

1 + s^ii, 77, t) 
[0 < C2 < 1] 

c, = 
1 

\cM'%t) + Xc\ 

if \c,{£„ri,t) + Xc\ > S„ 

otherwise 

(2) 

(3) 

The coefficient ^, which corresponds to the local curvature of 
the cavity is given by \{d^elds^){^, 77, t)\. This coefficient 
allows to avoid oscillations in regions where high thickness 
gradients occur, such as the beginning or the closure of the 
cavity. Sc,, corresponds to the root mean square of the difference 
(5(1,77, t) between the pressure coefficient at the abscissa ^ and 
the local cavitation coefficient value Xc< according to the cavity 
length(L, =/(7?, 0 ) . 

N o m e n c l a t u r e 

Cp = pressure coefficient Cp = (p 
Pi)l{\pU]) 

E = massic energy J/kg 
Fr = Froude number Fr = CI-JlgRt 
H = head m 
Lc = cavity length m 

NPSE = net positive suction energy J 
P = power W 
Q = flow rate m'/s 
R = impeller radius (generic) m 
R = bubble radius m 

S, A = area m^ 
Sep = standard deviation of Cp 

T = torque Nm 
Z = altitude m 
e = cavity thickness m 
k = turbulent kinetic energy k = 

Id^ J/kg 
kru = coefficient of viscous losses 

Ir = length of the cavity closure re­
gion m 

n = rotation speed rpm 

n 

P = 
Pv = 

S = 

c,C = 
f = 

u,U = 
h = 
a = 
€ = 

P = 

n, = 

Xc = 

ip = 

^p = 
'A = 
</' = 

static pressure N/m^ 
vapor pressure N/m^ 
curvilinear abscissa m 
absolute velocity m/s 
position vector m 
circumferential velocity m/s 
normalized vector m/s 
absolute flow angle ° 
precision criterion 
angular rotation speed s"' 
density kg/m' 
local curvilinear coordinates m 
specific speed n„ = n{gQ^'^)l 

local cavitation coefficient 
(p, - p„)/(ipf/?) 
flow rate coefficient 
Q/inujR') 
energy coefficient 
i2E)/oj^R^) 
net positive suction energy coef­
ficient 

o-„ = (2NPSE)/(a;'i??) 
ij/r = loss energy coefficient 
>Pr = KARlAj)/(RiAJ),pl 

RMS = Root mean square value 

Subscripts 
3 = pump outlet 
2 = impeller outlet 
1 = impeller inlet 
0 = pump inlet 
X = reference to a particular 

streamline 
t = reference to the previous time 

step 
o = section of reference 

bep = reference to the best efficiency 
point 

* = referred to the cavitation free 
value 

m, r, u = reference to velocity 
component (m: meridional, r: 
radial, u: circumferential) 
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^"~VL.L [6(^,il,t)-6(rj,t)fd^ 

S(C V' t) = Cp(^, J), t) + Xo 

with 3(?7, f) the average value of (5(^, 77, t) defined as: 

<5(?7, t) = 1 f^°'' 6(^, V, t)d^ 

(4) 

(5) 

(6) 

In most of cases, the cavity beginning does not correspond to 
the blade leading edge, so the deformation starts at the abscissa ^ 
where the following condition is respected: 

^ ( ^ , . , 0 > 0 (7) 

The convergence of the iterative deformation process is ob­
tained when the standard deviation 8^,, is less than a given 
precision e. 

Initial Cavity Shape. If one assumed that an attached cav­
ity corresponds to the transition of a high number of bubbles, 
known as the saturation phenomenon (Arn et al., 1996), then 
the use of the Rayleigh-Plesset equation could be justified to 
estimate an initial cavity shape. The envelope of bubbles in 
evolution over the blade is used to define the initial cavity shape 
as shown on Figure 3. The radius instead of the diameter of the 
bubble is chosen to define this envelope. This is based on the 
experimental observation of a hemispherical shape of the bub­
bles in evolution along a solid wall and on a measured height 
of these bubbles corresponding roughly to their planform radius 
(see Arn et al., 1998). This bubble radius evolution is calculated 
along mesh lines in the main flow direction using the pressure 
distribution obtained for the non-cavitating condition. The bub­
ble growth is ensured using the critical bubble radius as initial 
radius according to the minimum pressure along the considered 
mesh line. 

Cavity Closure Condition. The free surface tracking 
method is applicable as long as the constant pressure condition 
along the interface is valid. As one can expect, this is no more 
the case in the cavity closure region. In this special region, one 
can observe a non stationary two-phase flow, which can not be 
treated by the proposed approach. In order to avoid this problem, 
a specific model for the cavity closure needs to be used, which 
gives an averaged value of the pressure distribution. 

The cavity closure model developed in this study is very 
similar to the one used by Yamaguchi and Kato (1983). It is 
based on the fact that the physics at the cavity closure is similar 
to a collapsing bubble cloud which size could be roughly evalu­
ated using a Rayleigh model. In our case the cavity closure is 
defined using the maximum cavity thickness as the initial radius 
and calculating the bubble radius evolution, neglecting the vis­
cous effects, the surface tension and the inner state of the bub­
ble. The resulting bubble envelope is used as the cavity closure 

Detachment point 

Bubble explosion 

Initial cavity closure 

Bubble collapse 

Fig. 3 Initial cavity shape - bubble radius evolution envelope 
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Fig. 4 Cavity closure model based on the Rayleigh time 
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Fig. 5 Cavity shape and corresponding pressure distribution before and 
after the first deformation 
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Fig. 6 Cavity shape and corresponding pressure distribution before and 
after the fourth deformation 

shape, applied from the maximum thickness of the modified 
cavity up to its closure, as shown on Fig. 4. 

An application example of this modeling on a 2D profile 
(NACA009 section) is shown on Figs. 5 and 6, from the first 
iteration to the last one. Only the cavity interface is represented. 

Flow Computation. Eight operating points of the «, = 15 
pump are calculated using a Reynolds averaged Navier-Stokes 
finite volume code (ASC, 1995). The turbulence is taken into 
account using the well known k - e model. A "wall-function" 
is used to model the flow in the low Reynolds number region 
near solid walls. This way allows to relate the near wall tangen­
tial velocity to the wall shear stress by means of a logarithmic 
relation. An uniform axial velocity field is imposed at the impel­
ler inlet. As an outlet condition, the pressure is set to zero on 
one node of the domain outlet. An upstream turbulence level 
of 5 percent and a turbulence mixing length of 10 percent of R2 
is imposed. For cavitating computations, two different boundary 
conditions have been applied along the cavity interface. The 
first one corresponds to a slip condition and the second one 
considers the interface as a solid wall. As described in the 
work of Hirschi (1998), no major difference has been observed 
between the two solutions. 

The mesh of the blade to blade channel, shown on Fig. 7, is 
a single structured block with 95 nodes in the flow direction, 
41 from suction to pressure side and 17 from hub to shroud. 
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X 

Fig. 7 3D view of a biade to blade channel mesh of the impeller 

Results 

Cavitation Inception. A cavitation coefficient is defined 
as a function of the local pressure value pu at a point of the 
impeller low pressure section. Generally, the pressure in this 
section is not uniform and at each considered mean streamline 
corresponds a different pressure value pi; .̂ Thus, it is unrealistic 
to use this coefficient to evaluate the cavitation risk of a ma­
chine. However, it is possible to establish a relation between 
this coefficient and the reference conditions at the low pressure 
section of the machine (Franc et al., 1995). 

X. = <r„ + ^ 
Fr ' 2R, 

1 + 
tg^oiu. ^M?^^ 

lA/o* (8) 

In spite of its relative complexity, the previous relation shows 
clearly that the local cavitation coefficient value, which controls 
the cavitation development in the impeller, is strongly influ­
enced by the operating point ip — if/ of the machine, and this, 
even if the net positive suction energy coefficient is constant. 
The cavitation inception condition, in terms of local cavitation 
coefficient and static pressure, is given by the condition Xc 
£ -Q>,„in where Cp în represents the minimum value of the 
calculated static pressure coefficient in the impeller. In the case 
of a pump with an axial shaft (Z^ = Z^) and an axial inlet 
velocity field (au = TT/2), this condition is given by: 

o-„ -Cpmin + [1 + KJ] 
RlAl 

R\A\ 
'pl (9) 

On Fig. 8 are compared the cavitation inception curves ob-
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measurements (RMS error = 4.5 percent) 
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Fig. 9 Predicted cavity lengths compared with measurements on a 
n, = 15 pump: (p2l<Pbap = 0.76, 1.0, and 1.1 

tained with different criteria. The first one was determined with 
the minimum pressure coefficient calculated, the second one 
with the cavitation inception criterion defined as a cavity length 
equal to 2% of the outlet radius of the impeller. The last one 
corresponds to the measurement obtained with this same crite­
rion of 2 percent. These results show that the measurements are 
very well predicted if one used the same criterion. In this partic­
ular case: relative high NPSE of the installation, the economic 
interest was to use a normal impeller as suction impeller in 
order to save the additional cost of an optimized suction impel­
ler. Even if the ajij/hei) value is maximum in the range of the 
best efficiency point (ip2 = 0.8-1.), which corresponds to a 
bad cavitation behaviour, the results is sufficient and acceptable 
for this case. For such a pump of a small specific speed, an 
estimation of the leakage flow between the impeller and the 
casing on shroud side, in order to calibrate the real flow inside 
the impeller, is also essential for an useful comparison. 

Cavity Length. On Fig. 9 are reported the estimated cavity 
lengths, for the «, = 15 pump, on three sti'eamlines, from hub 
to shroud, for three operating points. The cavity lengths repre­
sented on these graphics correspond to the bubble collapse loca­
tion calculated by the Rayleigh-Plesset equation. 

The comparison with the measurements shows that in the case 
of this low specific speed pump, this initial length is sufficiently 
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predictive for a wide range of u,,. However, this approach is 
accurate as far as the cavity length is smaller than a characteris­
tic length for which the flow modifications induced by the cavity 
are no more neglectable. For higher cavitation development, it 
is then necessary to applied the deformation method in order 
to take into account these flow modifications. 

To demonstrate the accuracy of this method for higher spe­
cific speed values, we have represented on Fig. 10 the cavity 
lengths prediction obtained on a n, = 66 pump-turbine for a 
low cavitation development. We can see that this method pre­
dicts also very well the cavitation development across the impel­
ler span. 

Cavity Deformation. Once the initial cavity is determined, 
its shape is iteratively modified until the calculated pressure at 
its interface is constant and equal to the vapor pressure. The 
pressure coefficient distributions obtained along different grid 
lines after a cavitation free flow computation and for a ajtkbep 
value of 0.265 are compared on Fig. 11, for the pump «, = 15. 
The cavity effect on the pressure distribution corresponds to 
the constant pressure region on the suction side. A three-dimen­
sional representation of the cavitation sheet is shown on Fig. 
12. 

Head Drop Computation. The energy loss due to the cavi­
tation development is determined by comparing the transferred 
energy E, given by the impeller with the energy provided to 
the flow E for different cavitation coefficient values. This is 
expressed by: 

E = E,-E, (10) 

where E, represents the transferred energy, E the provided en­
ergy and Er the lost energy. 

Transferred Energy. The energy transferred through the 
impeller, and the corresponding energy coefficient, are given 
by: 

P, f,-(l , 2E, 
E,= >!>,= (11) 

PQ PQ 

The transferred torque t, is determined by the pressure and the 
viscous forces integration on the blades and impeller side walls: 
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Fig. 11 Pressure coefficient distribution without and with cavitation for 

•̂ = 1 1/ r A {ph)ds + 1 r A (Th)ds (12) 

where 5imp represents the blades and impeller side walls, p the 
calculated static pressure, f the position vector and f the con­
straints tensor, which corresponds to the molecular and turbulent 
viscosity. 

Fig. 12 Pump n, = 15: 3D view of the cavitation sheet 
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Fig. 13 Predicted and measured head drop for two different diffuser 
geometries. The Impeller geometry and the flow rate are identical for 
both cases. 

Provided Energy. The energy provided to the flow, and 
the corresponding energy coefficient, are calculated using the 
hydraulic energy difference between the low pressure and the 
high pressure section of the machine, and expressed by: 

E = gH,- gHo^ij,^ 
IE 

(13) 

with 

iH 
I( V C 

chdA 

(14) 
cfidA 

Comparison Computations—Measurements. In a previ­
ous study (Hirschi et al., 1996), we observed that the perfor­
mance drop due to cavitation could change with the diffuser 
geometry. Indeed, measurements done at same flow rate (1^2/ 
ipi„,p = 1.21), for a same impeller (n, = 15) and two different 
diffuser geometries show a different cavitation behaviour, as 
shown on Fig. 13. The main difference between the two dif­
fusers (A and B) is the throat ratio at inlet and outlet, been 
respectively 1.25 and 1.16. To analyse the diffuser influence on 
the performance drop, we have done cavitation development 
predictions using coupled impeller-diffuser flow calculations. 
On Fig. 15 is represented the calculated geometry including the 
impeller blades with the attached cavity and the diffuser blades. 
We have reported for both diffusers, on Tables 1 and 2, the 
evolution of the calculated provided energy if/, relatively to 
the noncavitating condition, for three relative (T„ values. This 
evolution is calculated for each component (impeller and dif­
fuser) of the pump. We have also compared on the same tables 
the transferred energy to the provided one for the entire pump. 
One can first observe that the transferred energy i/f, remains 
constant with cavitation coefficient for both diffusers. This 
means that, even if the pressure distribution on the blades is 

Table 1 

ijjjtpi^p 

cav. free. 
0.383 
0.265 

Provided and transferred 

'I'tp [-] 

1.0825 
1.078 
1.069 

diffuser A 

Hf [-] 

-0.0825 
-0.084 
-0.087 

energy with diffuser A 

^ * [ - ] 

1. 
0.994 
0.982 

•A,* [-] 

1.109 
1.108 
1.103 

'PJ'I'b.p 

cav. free. 
0.383 
0.265 

iptp [-] 

1.148 
1.143 
1.13732 

diffuser B 

>PSif [-] 

-0.148 
-0.153 
-0.157 

>P*[-] 

1. 
0.99 
0.98 

ipr [-] 

1.175 
1.176 
1.175 

modified by cavitation, the total torque is not changed by the 
cavity development. This demonstrates that, for such cavity 
extensions, the performance drop is not due to a modification 
of the transferred energy if/, but to an increase of the turbulence 
losses, as shown by the turbulence kinetic energy evolution 
given on Fig. 14. This increase of the turbulence losses is shown 
to be mainly located into the impeller for both diffusers, and 
particularly in the cavity closure region for aj^bep = 0.265. It 
is also very interesting to notice that the cavity corresponding 
to (jjiphep = 0.383 does not generate any identifiable increase 
of turbulence in the closure region. We can then deduced that 
a cavity development could improve the blade behaviour as a 
results of a zero pressure gradient on the cavity is more favour­
able than a positive gradient concerning the energy transfer 
between the mean flow and the turbulent structures. 

The comparison of the provided energy between calculations 
and measurements for the three cavitation conditions and the 
two diffusers, given on Fig. 13, leads to the following observa­
tions. For the diffuser A, the beginning of the performance drop 
a„, is very well predicted by the calculation. For the diffuser 
B, even if there is a small difference in the turbulence kinetic 
energy at the impeller outlet, the comparison is much less con­
vincing. One can imagine that these differences are due to phe­
nomenon which are not taking into account by the computation, 
such as unsteady behaviour or cavitation development on the 
diffuser blades (Hirschi, 1998). 

''" *̂  Closure region 
' ? of the cavity 

> > _ 

cavitation free 

0.75 I.OO 

s/R,H 

(a) Diffuser A 

1.75 

g2.0 
a 

: 

. 

-

: 

_ 

/ 
• 

' Closure region 
" of the cavity 

• * ^ — • -

'^^'"'"''^ 

• 

/ 

_—***̂  

Cavitation free 
: 

: 

0.00 0.25 .'_ 0.75 I.OO 1.25 1.50 1.75 2.00 

S/R,H 

(b) Diffuser B 

Fig. 14 Turbulence idnetic energy evolution along the impeller blade In 
function of the cavitation development 
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Fig. 15 Impeller and diffuser blades. The Impeller mesh takes into ac­
count the cavity surface. 

Conclusion 

Considering an impeller geometry, its behavior and its main 
cavitation characteristics can be described with the results of 
a 3-D Navier-Stokes computation, using models of cavitation 
developments. The predicted behaviour of the cavitating flow 
in a centrifugal pump, using the proposed method, compares 
very well with the measurements. 

The pressure level corresponding to cavitation inception is 
determined for all calculated operating points and compared 
with measurements. The mean standard deviation between the 
measured and calculated points is less than 4 percent. This point 
only depends on the flow computation codes accuracy to predict 
the minimum pressure coefficient along the blade. 

The cavity lengths computation using the Rayleigh-Plesset 
equation provides very good results. Indeed, the measured cav­
ity lengths behaviour is faithfully reproduced by the calculation, 
and this for all measured operating points. 

The prediction of the performance drop beginning is done by 
a direct flow computation taking into account the cavitation 
sheet. Coupled computations were performed in order to take 
into account the influence of the diffuser geometry observed on 
measurements. Unfortunately, these behavior differences were 
not point out with the numerical simulations. This leads us to 
think that these differences are mainly due to unsteady phenom­
enon and/or cavitation development in the diffuser. However, 
the very good results obtained with this method shows that, 
with our present modelling, the performance drop prediction is 
possible as far as the performance drop is only due to the 
cavitation development on the impeller blades in the operating 

range characterized by sheet cavitation regime. To conclude, 
the results analysis of this study demonstrates that the presented 
method provides an interesting tool for the 3-D cavitation devel­
opment prediction in hydraulic machines. 
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A New Calibration Method for 
Dynamically Loaded Transducers 
and Its Application to Cavitation 
Impact Measurement 
The erosion produced by cavitation is a serious problem in hydraulic machinery. 
During investigations of the dynamic loading generated by collapsing cavitation on 
a surface, a dynamic pressure transducer was developed. The piezoelectric polymer 
PVDF (Polyvinylidene fluoride) was used as the pressure sensitive material. A novel 
method of dynamic calibration has also been developed. The transducer is loaded 
through pencil lead by a beam supported at its other end on a knife edge and loaded 
at the center by weights. As the static load is increased, the pencil lead breaks and the 
load is released suddenly. The unloading time is faster than for any other conventional 
calibration method and is of the same order as cavitation loading. Descriptions of 
the developments of both the calibration method and the transducer are given. The 
principal advantages of the new method are the short pulse duration and the simplicity 
of the test procedure. 

The paper is an extension of the previously reported work by Momma and Lichtaro­
wicz (1994), giving further information on the operating characteristics of the trans­
ducer in comparison with the traditional ball-dropping method. 

1 Introduction 

During investigation of the relationship between the loading 
produced by cavitation and the resulting erosion, a transducer 
has been developed for measuring the dynamic loads involved. 
Cavitation loading consists of repeated high intensity impacts 
caused by collapsing cavitation bubbles. The rise time of the 
signal can be the order of a few microseconds and its magnitude 
can reach 10 GPa according to some authors (Jones and Ed­
wards, 1960). Piezoelectric transducers are suitable for such 
operating conditions. Okada et al. (1989 and 1994) used piezo­
electric crystals and Momma (1991), Momma and Lichtaro­
wicz (1994), Hoam (1994), and Amdt et al, (1995) used the 
piezoelectric polymer, PVDF (Polyvinylidene Fluoride). PVDF 
transducers were also used for shock wave work by Henckels 
and Takayama (1986) and by Bauer and Moulard (1987). For 
cavitation work, piezo-films require electrical insulation from 
the water and protection from damage caused by the high cavita­
tion loads, which are concentrated on very small impact areas. 

The transducer measures the total force generated on its sur­
face and, only in the case when the pressure is uniform over 
the transducer area, can it be calculated from equation; 

Pressure = Force/Transducer area (1) 

In the case of cavitation, the impact area can be obtained from 
the size of the "pits" produced by plastic deformation in the 
early stages of the exposure to cavitation. The number of pits 
in each size group can be counted using a microscope or, more 
conveniently, using image analysis techniques. The number of 
pits of a specific size had to be correlated with the same number 
of force impacts counted from the transducer signal. If the num­
ber of pits of chosen size and the number of pulses of some 
magnitude corresponded, it was assumed that that magnitude 
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pulse had made the pit size. Hence, the pressure produced by 
cavitation could be obtained. 

The experimental work was carried out using an apparatus 
where a cavitating jet impinged on a soft aluminium target 
placed normal to the flow. Damage was in the form of pitted 
or eroded rings (Momma, 1991; Momma and Lichtarowicz, 
1993 and 1995). 

2 Experimental Apparatus and Procedures 

2.1 Transducer. PVDF film has two important properties 
that make it particularly suitable for dynamic force measure­
ment. The first is the high velocity of sound in the material (c 
= 2200 m/s), which for 110 pm thick film, gives the high 
natural frequency of 

/„ = - = 10 MHz 
•' It 

(2) 

The second is the high piezoelectric stress constant (-3.39 X 
10"' (V/m)/Pa). This gives excellent response and a signal 
with low noise without the need for amplification. 

The film is pliable and can easily be cut to any desired shape 
using a knife or scissors. It can be obtained in sheet form, either 
uncoated or coated on both sides with metallic paint or vapour 
deposited metal film. The metallic paint can be scratched out 
to leave the desired shape for the transducer and terminals. 

Figure 1 shows the transducer mounted on a stainless-steel 
target. The transducer consists of a 110 pra thick PVDF film, 
coated on both sides with metallic paint, two electrical terminals 
attached on either side to the electrodes, two or three layers of 
Kapton (polyamide) tape with adhesive on one side and a bot­
tom layer of Kapton tape stuck with its adhesive to the PVDF 
tape. The top tapes provide outer protection and the bottom tape 
provides electrical insulation. The bottom Kapton tape is bonded 
to the stainless steel base by the "rim cement" used to bond 
tubular bicycle tyres to the wheel rim. Both epoxy and cyano-
acrylic adhesives dissolve the silver paint on PVDF film. This 
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/\ Polyamide tapes mmmr 
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Target base metal 
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Fig. 1 PVDF piezo-fiim assembly for a transducer 

affects the capacitance so the calibration constant is not uniform 
over the sensitive area and may also change with time. 

The most fragile parts of the transducer are the connection 
points between the metallic-paint terminals and the wires lead­
ing outside. The wires are mechanically connected to the termi­
nals and the joints are painted over with conducting paint. The 
connections are therefore located outside the maximum erosion 
zone. The size range of the rectangular transducers was 0.14 ~ 
27 mm^ and that of the triangular transducers was 41 ~ 45.38 
mm^. Large triangular transducers were used to "catch" all 
zones of cavitation erosion along the radius of the specimen. 

2.2 Pulse Height Measuring System. In order to carry 
out the pulse height analysis, an analogue measurement system 
with an input pulse height gate circuit was designed, as shown 
in Fig. 2. The system consists of the piezo-film transducer, the 
input pulse gate circuit, a digital voltmeter, a digital oscilloscope 
and a counter. The input signal detected by the transducer is 
transmitted to the gate circuit (comparator) and any pulse whose 
peak exceeds the pre-set threshold level generates a trigger 
signal to activate the counter. By changing the preset level from 
low to high, an accumulated pulse height distribution can easily 
be obtained. The circuit consists of two parts, an operational 
amplifier (magnification XI and X5.83) and a comparator. 
Since the output voltage from the PVDF transducer was suffi­
ciently high (approximately 10 V), higher amplification was 
not needed. Furthermore, since the signal from the transducer 
was very clean, noise filters and pulse holding circuits were not 
required. 

Transducer 

Cavitation cliamber 

Gate level 
Trigger pulse 

& 

« Counter I 

— Oscilloscope 

'—I Digital voltmeter 

Fig, 2 Diagram of tiie pulse heigiit counting system 

Journal of Fluids Engineering 

lOfis/div. (a) Cavitation impact 

-lOHs/div. (b) Balldroppmg 

-lOMS/div. (c) Pencil lead breaking 

Fig. 3 Output signal from the PVDF transducer 

2.3 Calibration Metliods. The most common method of 
dynamic calibration is a dropping-ball technique. For this, small 
steel balls are dropped from different heights, hx, onto the trans­
ducer and the rebound heights, hi, are measured. The impact 
and rebound velocities can then be calculated from conservation 
of energy. 

v„ = ilgK (n = 1, 2) (3) 

The average force F.„ is obtained from momentum conservation 
considerations. 

F»v 
m{vi + 1)2) 

(4) 

In our tests, the impact duration time T was determined experi­
mentally using a digital storage oscilloscope with a sampling 
rate of 100 MHz. The average force is calculated from; 

m(l + Ve)v2g/!| 
(5) 

where e = hjhi is the average coefficient of restitution. 
Figure 3(a) and {b) show a typical cavitation pulse and a 

calibration pulse produced by a steel ball. The ball-dropping 
method produces a pulse whose duration is at least four times 
the cavitation pulse duration and its rise rate is very much 
slower. Because of these shortcomings, coupled with rather 
cumbersome photographic measurement of the rebound height, 
this calibration method is unattractive. 

A reliable dynamic calibration method was required, which 
produced a more realistic pulse shape and was simpler to use, 
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/ 
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Fig. 4 Calibration apparatus using tlie pencil lead breai^ing tool 

It is generally easier to release a load quickly (e.g., by breaking 
a weak link holding the load) than to apply it. The calibration 
method developed uses a pencil lead as the weak link. When a 
bending load is appUed to an extended pencil lead, it will snap 
and release the load. The good quality control of modem pencil 
leads results in consistent breaking loads. A similar technique 
is commonly used for calibrating acoustic emission transducers. 
Figure 4 shows diagrammatically the main parts of the calibra­
tion apparatus. A horizontal beam is supported at one end on a 
knife edge and on the other by an inclined pencil lead resting 
on the transducer. The center of the beam is loaded by a pan 
holding a plastic water bottle and metal weights. The weight of 
the pan can be slowly increased by pouring in water until the 
pencil lead breaks. From the weight of the device, the amount 
of water poured into the bottle and the geometry of the loading 
points, it is possible to calculate the load applied to the trans­
ducer. A 2 mm diameter pencil lead normally used for drawing 
was used here, although a number of alternatives are available 
on the market. The suitability of various types is discussed in 
Appendix 1. The load at which the pencil lead breaks can be 
changed by altering the protruding length of the lead. Other 
brittle materials like glass or ceramic rod can be used instead 
of the pencil lead to obtain higher breaking loads. 

A typical calibration pulse produced by the breaking pencil 
lead method is shown in Fig. 3(c). The rise time compares 
favourably with that of the cavitation pulse. 

Cavitation impacts can be produced by micro-jets or shock 
waves. In case of micro-jets, it is clear that calibration using 
the pencil lead breaking method is valuable. In the case of shock 
waves, Sanada et al. (1986) have calibrated a similar PVDF 
transducer using a shock wave caused by an explosion in the 
water. They reported that the resulting output voltage from the 
PVDF sensor was proportional to the output voltage from a 
crystal type transducer (Kistler 60IH), thus providing a cross-
calibration. In comparison, the pencil lead breaking method has 
the advantage of its simplicity. 

2.4 Cavitating Jet Apparatus. The apparatus described 
by Momma and Lichtarowicz (1995) was used to measure cavi­
tation loading in this study. A cylindrical nozzle with a diameter 
of 2 mm and length of 5 mm was fitted. The stand-off distance 
s is measured from the upstream edge of the nozzle throat since 
the flow separation begins at this point and the flow does not 
reattach itself to the nozzle throat. 

The cavitation number u of such a jet is defined in terms of 
the upstream pressure, pi, and downstream pressure, p2, and is 

P2 - Pv 

Pi - Pi 
(6) 

where p„ is the vapor pressure of the test water. In the case of 
a cavitating jet, because Pv < P2 '^ Pi, the cavitation number 
can be simplified to 

S 

t 
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•Pencil type A 
• B 
A C 

" • D 
•Ceramic rod 
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8 
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« 

Ball dropping 
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O 1.05 
X 0.13 
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60 eo 

Fig. 5 Effect of load on output voltage 

Pi 

Pi 
(7) 

In our apparatus, the cavitation number could be set by changing 
either the upstream pressure or the downstream pressure. 

The range of test conditions were as follows: upstream pres­
sure pi = 8-12 MPa, downstream pressure p2 = 0.24-0.36 
MPa, cavitation number a = 0.02-0.0375. The range of Reyn­
olds number Re at the nozzle outlet is about 2.5 X 10^ -3.1 X 
10^ and the range of the velocity at the nozzle outlet, given by 
Bernoulli equation, is about 126-155 m/s. 

3 Results 

3.1 Effect of Pulse Duration at Calibration. Figure 5 
compares the output voltages from the PVDF transducer pro­
duced by the pencil lead breaking and ball-dropping methods. 
For the ball-dropping method, five different balls (mass = 0.13-
8.34 g) were dropped from heights ranging from 3 to 266 mm 
onto the transducer. The rebound height was recorded using a 
camera, whose shutter was opened. The load range for the pencil 
lead breaking method was extended by using 2 mm diameter 
ceramic rods. It is important to select a ceramic that will break 
cleanly. The authors feel that pencil leads are best since the 
results are very repeatable (see Appendix 1). It can be seen in 
Fig. 5 that the points are approximately on a line that passes 
through the origin and that the scatter of the data for the ball-
dropping method increases as the load rises. 

In order to investigate the reason for the scatter of the calibra­
tion constants. Fig. 6 illustrates the relation between the pulse 
duration and the calibration constant. The same data as in Fig. 5 
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Fig. 7 Repeatability of pulse height distribution for different transducers 

is used. The calibration constant from the ball-dropping method 
increases with pulse duration for each mass, and is close to that 
of the pencil lead breaking method only for the shortest duration 
for each ball. This indicates that the calibration constant of the 
ball-dropping method is affected by the pulse duration, which 
in turn depends on the mass of the ball and the drop-height, hi. 
As the pulse duration produced by the pencil lead breaking 
method is of the same order as that of cavitation loading, it 
can be said that it is better than the ball-dropping method for 
measuring dynamic loading such as cavitation. 

3.2 Repeatability of the Transducer. In any measure­
ment system, the transducers used should be of such quality 
that, when one is replaced, the new results must be repeatable. 
Figure 7 shows the pulse height distribution obtained in the 
same apparatus under the same flow condition, but taken on 
separate occasions by three different PVDF transducers using 
the same counting and measuring system. Each transducer was 
triangular in shape (see Fig. 1) but had a different included 
angle. Details of the transducers and their calibration constants 
are shown in Table 1. Considering the differences in their size 
and their calibration constants, the accumulated count results 
show good repeatability. 

When pulse height analysis has been used for the measure­
ment of cavitation loads on a surface, it has been shown (Sti-
nebring et al., 1980; Momma and Lichtarowicz, 1995) that 

X F? « (PER)" (8) 

where F, is the pulse height and PER is the peak erosion rate. 
The pulse height is measured above a threshold value that de­
pends on the material and represents the level at which plastic 
deformation appears. 

Figure 8 illustrates the excellent correlation between the pulse 
height data and the peak erosion rate. The same three transduc­
ers were used and the erosion specimens were made from the 
same piece of aluminium. The same threshold value of 30 N 
was chosen. 

The standard deviation of each S Fj value is 5-15 percent, 
even though the greatest difference between the calibration con­
stants is about 50 percent. For a given transducer, repeated tests 
on similar specimens resulted in a standard deviation of 15 
percent. From these results it can be concluded that transducers 

Table 1 

Transducei 

A 
B 
C 

Calibration constant and geometry < 

Calibration constant 
(N/V) 

12.15 
10.67 
15.46 

Area 
(mm^) 

45.38 
44.10 
41.25 

jf transducers 

Angle 
(degrees) 

18.9 
23.1 
17.2 

10' 

10' 

10' 

.^8 

^^ 

^ = 

>-f 
-a—Transducer A 
- X B 
-•-_ c 

' ' • • ' 1 ) 1 
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Peak erosion rate PER mg/s 

Fig. 8 Repeatability of pulse height analysis 

Table 2 Effect of Kapton tape on calibration constant and 
pulse duration for the pencil-lead-breaking method 

Number of 
protection layers 

Calibradon constant 
{N/V) 

Pulse duradon 
(MS) 

10.44 (0.74) 
11.49(0.84) 
11.51 (0.73) 
11.59(1,54) 

5.90 (0.36) 
5.64 (0.32) 
5.66 (0.26) 
5.97 (0.30) 

(The values in brackets show standard deviations for each case.) 

60 100 160 200 

Threshold level F,,, N 

Fig. 9 Effect of protection tapes on the pulse height distribution 

calibrated using the pencil lead breaking method produced very 
repeatable results. 

3.3 Effect of Protection Tapes. The presence of two or 
three tapes on top of the sensor area of the transducer raised 
the question of whether they caused attenuation or distortion of 
the signal from the piezo-film. In order to check this, test runs 
in the cavitating jet erosion apparatus were made with two, 
three, four and six layers of protective tape on top of the trans­
ducer. The transducer used had a triangular area of 44.1 mm^ 
(approximately 6.0 mm wide and 15 mm high). The calibration 
constant and pulse duration from the pencil lead breaking 
method are shown in Table 2. The calibration constant increases 
by only 11 percent when the number of protective layers is 
increased from two to six and the pulse durations all lie within 
one standard deviation of each other. The pulse height distribu­
tion given in Fig. 9, which includes the calibration constant, 
shows that any attenuation effect due to the protection tapes is 
negligibly small for the range of the number of layers tested. 
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Sensitive area of transducer 

Cavitation loading area 

^ ^ Portion contributing to pulse height 

Fig. 10 Relation between a smaii transducer and large size cavitation 
loading schematic diagram 

Similar results were obtained from the ball-dropping method, 
except that the pulse durations were ten times longer (see Ap­
pendix 4). 

Momma and Lichtarowicz (1994) reported similar results 
using transducers caUbrated with two protective layers and fur­
ther illustrate the negligible effect of increasing the number of 
protective tapes. 

3.4 Effect of Transducer Size. The effect of the size of 
the transducer was also investigated. While a small transducer 
has attractions, if its size is not sufficiently large when compared 
with the size of the cavitation pits, the readings may be mis­
leading. 

Figure 10 shows a possible cavitation loading pattern on a 
small transducer. ' 'Over the edge'' loading will give a reduction 
in the magnitude of the pulse height signal. This is well illus­
trated in Fig. 11, which shows the variation of the pulse height 
with the sensitive area of the transducer. The apparent reduction 
in pulse height for transducer with areas below 25 mm^ shows 
the over the edge effect well. With a 2 mm diameter pencil lead 
cut at the contact end at 30°, the footprint of the loading area 
is elliptical with a major axis of 4 mm and an area of 6.3 mm^. 
Any transducer that cannot accommodate this area fully will 
show this over the edge effect when it is being calibrated. In 
Figs. 11 and 12, the dashed lines indicate regions where this 
occurs. Figure A2 in Appendix 2 shows the same effects when 
the pencil lead is moved into the narrower parts of the trans­
ducer. Smaller sizes of transducer can still be calibrated using 
2 mm diameter leads, provided that an extension piece with a 
suitable contact point is fitted at its end. 

Figure 12 shows two sets of points obtained from different 
batches of PVDF film. Both show the same trends. 

3.5 Calibration of Transducers Under Water. All of 
the above calibrations were carried out in air; a practice fol­
lowed by all researchers who use the ball-dropping method. As 
the transducers were intended for use under water, pencil lead 
breaking caUbrations were repeated under this condition. A cali­
bration of 8.4 ± 0.5 N/V in air was found to be 8.0 ± 0.5 N/V 
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Fig. 11 Variation of pulse height at an accumulated count of 1.0 count/ 
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Fig. 12 Effect of the sensitive area on the calibration constant 

under water, showing that there was no significant difference 
between the two test conditions. 

4 Conclusions 
1. A new calibration method for dynamically loaded trans­

ducers has been developed to replace the currently used ball-
dropping method. 

2. The method is simple and convenient to use as the results 
can be read directly from the oscilloscope without using photo­
graphs. 

3. The pulse duration of this method is almost the same as 
the duration of the cavitation pulse. In contrast, the pulse dura­
tion for the ball-dropping method is about 8-10 times longer. 

4. The calibration load can be altered by changing the 
grade, diameter and/or length of the lead. Other materials like 
glass or ceramic rods can also be used. 

5. The transducer is capable of surviving severe cavitation 
loading. Its protection system is made from Polyamide (Kap-
ton) tapes that can be placed in layers to increase protection. 
The top protection layer can be changed without affecting cali­
bration. 

6. The transducer is thin and flexible so it can be mounted 
on curved surfaces. 

7. The pulse height data obtained from the PVDF transducer 
has an excellent correlation with the peak erosion rate. 
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A P P E N D I X 1 

Comparison of Pencil Leads 
A number of different pencil leads are available on the market 

and their breaking strength and its repeatability varies consider­
ably. Figure Al illustrates the calibration constant for various 
types of pencil lead as a function of the breaking load. All have 
the same diameter of 2 mm. The average value and the standard 
deviation of the calibration constant for each type are shown in 
Table Al. Each pencil lead was tested five times and in all 
cases the protruding length was 14.6 ± 1 . 0 mm. 

The average calibration constant remained almost constant 
for all leads (Table A l ) . However, the repeatability for "weak 
leads" (C to G) was much worse than for "strong leads" (A 
and B), as shown by the standard deviations. Thus, "strong 
leads" produce better repeatability. If the protruding length is 
changed considerably, the optimum pencil lead might be differ­
ent. The conditions will change also if the material or diameter 
of the brittle element is changed. 

Contact area of pencil lead 

Fig. A3 Calibration constant of a rectangular stiape transducer for vari­
ous loading position 

Table A2 Effect of the position of the pencil lead on the 
calibration constant 

Position of pencil lead 
Calibration constant 

(NIV) 

9.39 
9.15 
9.74 
9.28 
9.85 

A P P E N D I X 2 
Location of Calibration Load 

The effects on the calibration constant of moving the location 
of the pencil lead are shown in Fig. A2. The calibration constant 
increases by about 30 percent as the distance from the target 
center and the width of the triangular transducer increase. For 
a rectangular transducer (see Fig. A3 and Table A2), it remains 
nearly constant ( ± 4 percent), irrespective of its position. 

Table Al Calibration constants for various pencil leads 

Types of 

A 
B 
C 
D 
E 
F 
G 

pencil 

Calibration constant (NIV) 

Average 

9.07 
8.55 
9.15 
9.68 
8.68 
9.92 
7.77 

Standard deviation 

0.45 
0.37 
1.11 
1.20 
1.42 
2.51 
1.14 

A P P E N D I X 3 

The Accuracy of the Calibration Method 
The applied load consisted of a standard weight and a flask 

into which water was poured until the pencil lead was heard to 
break. For a pouring rate of 50 ml/s and the human reaction 
time to the sound of the beam hitting the stop is about 0.2 s, 
the consequent error for a total load of 2 kg is less than 10 g 
(0.5 percent). The accuracy of positioning the pencil load is 
±2 mm/80 mm, or ±2.5 percent. The output pulse varied be­
tween 1.0-1.6 V and was measured by the digital oscilloscope 
to an accuracy of 0.2 percent. The sampling rate was 100 MHz. 
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The largest variation was the breaking load of the pencil lead 
and this was less than 5 percent of the average value of the 
calibration constant. 

A P P E N D I X 4 

Effect of Protection Tapes on the Ball-Dropping 
Method 

In order to investigate the effect of the protection tapes on 
the ball-dropping method, the calibration constant was mea­
sured with different numbers of layers. From Eq. (5), the cali­
bration constant Qai is given by; 

'O i l 

m(l -I-

rK, 
(Al) 

A 0.70005 g steel ball was dropped from 99 mm onto a PVDF 
transducer covered with different numbers of protection tapes. 
The calibration constant was affected by the coefficient of resti­
tution, the pulse duration and the output voltage caused by the 
ball impact. Table A3 shows the calibration constant with these 
parameters, normalized with respect to the value for two layers. 
The average pulse duration, the average output voltage and 
average coefficient of restitution for two layers were 48.7 fis, 
2.728 V and 0.235, respectively, and the averaged calibration 

Table A3 Nondimensional parameters for the ball-drop­
ping method 

Number of 
protection layers 

Calibration 
constant 

Pulse 
duration 

Output 
voltage 

Coefficient of 
restitution 

2 
3 
4 
6 

1.0 
1.06 
1.07 
1.09 

1.0 
1.06 
1.07 
1.09 

1.0 
0.90 
0.86 
0.78 

1.0 
1.08 
1.10 
1.15 

constant was then 10.39 N/V. In equation (A l ) , the coefficient 
of restitution appears in the term (1 + Ve), so that the normal­
ized coefficient of restitution in Table A3 is represented by (1 
+ ve)/( l + vO.235). As expected, the pulse duration increased 
slightly with the increase in the number of protection tapes, due 
to the increase in thickness of the elastic layer. However, the 
increase of the pulse duration was only 28 percent, despite a 
three-fold increase in the thickness. The normalized coefficient 
of restitution and the pulse duration also increased, but the 
output voltage decreased. The calibration constant increased 
slightly. Overall, this means that the output decreased by about 
9 percent (six layers) due to the attenuation of the tapes and it 
can be concluded that the effect of the protection tapes was 
negligibly small. 
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Prediction of Cavitation Erosion: 
An Energy Approacli 
The objective is to define a prediction and transposition model for cavitation erosion. 
Experiments were conducted to determine the energy spectrum associated with a 
leading edge cavitation. Two fundamental parameters have been measured on a 
symmetrical hydrofoil for a wide range of flow conditions: the volume of every 
transient vapor cavity and its respective rate of production. The generation process 
of transient vapor cavities is ruled by a Strouhal-like law related to the cavity size. 
The analysis of the vapor volume data demonstrated that vapor vortices can be 
assimilated to spherical cavities. Results are valid for both the steady and unsteady 
cavitation behaviors, this latter being peculiar besides due to the existence of distinct 
volumes produced at specific shedding rates. The fluid energy spectrum is formulated 
and related to the flow parameters. Comparison with the material deformation energy 
spectrum shows a remarkable proportionality relationship defined upon the collapse 
efficiency coefficient. The erosive power term, formerly suggested as the ground 
component of the prediction model, is derived taking into account the damaging 
threshold energy of the material. An erosive efficiency coefficient is introduced on 
this basis that allows to quantify the erosive potential of a cavitation situation for a 
given material. A formula for localization of erosion is proposed that completes the 
prediction model. Finally, a procedure is described for geometrical scale and flow 
velocity transpositions. 

Introduction 
The present work has been initiated in the frame of the multi-

disciplinary and long-standing problem of the prediction of cav­
itation erosion in hydraulic machines. 

The energy approach is based on the determination of the 
energy spectrum associated with a leading edge cavitation. The 
collapse of vapor cavities at the rear part of an attached cavity 
is known to be capable of damage on most types of materials. 
However, the experimental determination of this spectrum has 
not been attainable up to now and, as a consequence, no predic­
tion model has received enough consensus to be widely applied. 

Prior investigators have put forth great effort in (;') under­
standing the fluid mechanisms originating such extremely high 
stresses, and {ii) improving the performance of materials. 

There is a global agreement about the fact that cavitation 
erosion results from the repeated collapse of vapor structures 
in the neighborhood of rigid boundaries. However, the basic 
mechanism has been much debated. The focus of prior work 
may be categorized as described below. 

The first explanation, even though theoretical, has been pro­
posed by Rayleigh (1917) whose model describes the time 
evolution of the radius of a vapor bubble in an infinite fluid 
medium at constant pressure. A local and very high pressure 
peak appears in the final collapse stage. Fujikawa and Akamatsu 
(1980) showed that this pressure peak was associated with a 
shock wave that they pointed out as the main damaging factor. 

Kornfeld and Suvorov (1944), Vogel et al. (1989) demon­
strated that vapor bubbles do not collapse spherically in the 
neighborhood of solid boundaries or when subjected to pressure 
gradients. They observed a liquid microjet threading the bubble 
and finally striking and damaging the boundary. 

Although the damaging process is certainly a combination of 
these two mechanisms, recent works indicate that the shock 
wave is probably the predominant one: Avellan and Farhat 
(1989), Fortes-Patella and Reboud (1993). 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
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The generation process of vapor cavities by a leading edge 
cavity has been often described (Knapp et al., 1970; Kubota et 
al , 1987; Farhat et al., 1993). In particular, steady and unsteady 
behaviors have been reported. The former situation is character­
ized by small scale vapor cavities shed with no obvious period­
icity. Instead, the unsteady cavitation is recognizable by the 
periodic shedding of large scale vapor structures, ruled by a 
Strouhal law. Often called cloud cavitation, this behavior is 
generally considered as the most erosive situation. 

Therefore, cloud cavitation has motivated and yet motivates 
a great amount of experimental and numerical research work: 
noise generation (Bark and Berlekom, 1978), erosion (Franc 
and Michel, 1988; Kato et al , 1996), cloud collapse (Soyama 
et al , 1992), bubble interaction and shock wave propagation 
(M0rch, 1981; Chahine and Duraiswami, 1992). 

Along with the prediction problem, transposition laws are 
needed in what concerns testing of hydraulic machines, to trans­
pose prediction outputs from laboratory tests on small scale 
model to full scale machine. Attempts have been made in the 
past in that direction: Thiruvengadam (1971), Kato (1975). 

Notably, Bourdon et al. (1990) and Farhat et al. (1993) 
developed the notion of erosive power through the P^r term, 
introduced as a scaling factor for cavitation erosion in hydraulic 
machines. Promising results were obtained (Farhat, 1994), and 
stimulated and oriented the present study. 

The only reasonable approach to the problem of predicting 
cavitation erosion consists in the conciliation of the two aspects 
of the phenomenon: fluid and material. Specifically, this should 
be done through the determination of the erosive potential of 
the cavitation situation under consideration. Unfortunately, it 
appears from our literature review that very few studies are 
related to the understanding of the energy transfer between the 
main flow and the material. Hammitt (1963) is a pioneer in 
this aspect as he hypothesized a model for cavitation erosion 
based on the knowledge of the energy spectrum n(£'c), where 
Ec is the potential energy of a vapor cavity. 

In our study, we consider the problem of cavitation erosion 
following the so-called energy approach inspired by this investi­
gator. This approach appears to be particularly suitable for the 
definition of an erosion prediction tool. Moreover, the erosive 
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power term P„ is a privileged basis towards this definition. We 
intend to validate the energy approach by the measurement and 
analysis of two ground components of P„: Vc and/^. The third 
term, Ap, is accessible either from direct pressure measure­
ments (see Farhat, 1994; Pereira, 1997), or from flow computa­
tion, and therefore is not considered in the frame of the current 
work. 

Cavitation tests are performed in the IMHEF's high speed 
cavitation tunnel, on a symmetrical hydrofoil NACA 65012 
(chord length is 100 mm). Steady and unsteady cavitation be­
haviors are studied. 

In a first part, a new event counting technique combined 
with a wavelet analysis is presented as to determine the rate of 
production of transient vapor vortices by the leading edge cav­
ity. Afterwards, a visuaUzation technique, combining principles 
of stereometry and tomography, is introduced to determine the 
volume of vapor cavities through their tridimensional recon­
struction. 

Results are discussed in the second part. On the one hand, 
the generation process of transient vapor cavities is analyzed 
on a statistical basis from which an analytical formulation of 
the production rate is carried out. On the other hand, data from 
the volume reconstruction are analyzed with a view to the mod­
eling of volumes while ensuring the cohesion with the produc­
tion laws. 

In a third and concluding part, we perform a global synthesis 
where we develop the formalism of the energy approach. The 
energy spectrum is analytically expressed as a function of the 
main flow parameters. The erosive power term P^ is derived 
while integrating the concept of damaging threshold energy 
introduced by Hammitt (1963). Then, prediction and transposi­
tion aspects are considered and formulated according to these 
fundamental definitions. Finally, elements for an experimental 
validation of the energy approach are presented, comparing the 
spectrum of the fluid energy and that of the material deformation 
energy. 

Production Rate of Vapor Cavities 

Principle and Instrumentation. A technique is brought 
into operation to carry out the production rate of transient vapor 
cavities (also referred to as vortices) in relation with their char­
acteristic size X. The setup is depicted in Fig. 1. A coherent 
light beam provided by a 5 W laser source is focused on a 
reflecting area of the hydrofoil. The beam is pointed onto the 
closure region of the main cavity and is oriented perpendicularly 

Fig. 1 Production rate of vapor vortices: experimental setup 

to the profile surface so that the incident and the reflected beams 
have the same path. 

By means of a splitter cube, the reflected beam is deflected 
90° towards an ultrafast photodiode (rise time: 1 ns). The volt­
age signal output of this sensor is filtered and amplified to 
compensate losses due to the successive passages through the 
splitter cube. Therefore, the voltage signal is ideally maximum 
when total reflection is observed and attenuated when a vapor 
cavity passes through the beam. 

Three hypotheses are considered: ( 0 Vapor cavities are 
opaque and diffusive objects; (ii) The characteristic size \ of 
a cavity corresponds to its longitudinal maximum extent; {Hi) 
Vapor cavities are produced spanwise according to the same 
process (though with a phase shifting that currently is not mea­
sured). 

Provided an adequate signal processing, the cavity character­
istic size \ may be determined from the knowledge of the light 
extinction time and of the convection velocity C^. The produc­
tion rate of cavities in a given size range comes out from their 
counting over the measurement period. 

The photodiode signal is filtered at 100 kHz and sampled at 
200 kHz over multiple time periods of 2.6 s each. 

Data Processing and Analysis. The wavelet analysis, and 
namely the continuous wavelet transform (CWT, see Farge, 
1992), was found to be the most appropriate technique to deter-

Nomenclature 

Cc = convection velocity, m - s " ' n = 
Cjef = upstream flow velocity, m - s " ' 
rfeq = equivalent diameter of vapor cav- N = 

ity, m N = 
Ea = acoustical energy of vapor cavity, 

J Pref = 
E^ = potential energy of vapor cavity, J p„ = 
Ej = damaging energy of material, J P„ = 
E„ = maximum potential energy of va- R^ = 

por cavity, J t,= 
Es = minimal damaging energy of ma- K = 

terial, J 
f c = shedding frequency of cavities Xc = 

with size k, Hz S^ = 
/c = main shedding frequency, Hz 
i = flow angle of incidence, ° Ap = 
/ = length of main cavity, m 

L = chord of hydrofoil, m X^.,.!. = 
n = frequency histogram, s"' 

statistical density, n ( \ ) m ' • s ', 
ft(£,),J-'-s^' 
statistical distribution, s ' 
normalized distribution, 
N = N/C,ef, m- ' 
upstream pressure, Pa 
vapor pressure, Pa 
erosive power, W 
bubble initial radius, m 
Rayleigh time, s 
volume of transient vapor cavity, 
m^ 
abscissa of collapse location, m 
displacement of convected vapor 
cavity, m 
pressure difference in the main 
cavity closure region. Pa 
main dimensions of a vapor cavity, 
m 

Vc. 

r]e, 

a, P = statistical class parameters 
Cp = pressure coefficient, 

Cp = ip - Pmf)/(\pCli) 

/̂"m.x ~ Cp in the main cavity closure re­
gion 

= collapse efficiency, 
T],^ = h{Ea)ln{Ec) 

. = erosive efficiency, 
77„ = 1 - {E,IE,„Y" 

= erosive power coefficient 
= cavitation coefficient, 

O- = (Pref - Pv)l{\pC^Ta) 

= production rate constant, 
S, == 86.87 10"' 

' = Strouhal numbers, 
5 = (/ . /)/Ct 5? = 5 , a / ( l + a ) 

RMS = root mean square error on least 
squares fitted data 

5,5? 
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mine the production rate of vapor cavities accordingly to their 
individual characteristic length. In contrast with the Fourier 
transform, this analysis is particularly suitable for random and 
transient signals, being yet applicable to the detection of period­
icities (as expected in the case of cavitation unsteadiness). 

The original wavelet analysis is a convolution of the original 
signal/(O with a wavelet function i/'(0> the so-called mother 
wavelet. The CWT is a generalization procedure of this convo­
lution operation that uses a family of wavelet functions V^.TCO 
continuously translated (parameter T ) and dilated (parameter 
K). Thus, it performs a transformation between the physical 
time space t and a time-scale space (t,4'). The complex-valued 
Morlet wavelet is currently used. The following analysis is ob­
tained: 

/ ( K , T ) = {^ , , , ! /> = /<- I if,* 
t - T 

f(t)dt (1) 

(/(* is the complex conjugate of if/ and / is the CWT of f(t). 
Another important aspect of this transform is the conservation 

of energy locally (and therefore globally), see Lewalle (1994). 
The CWT is usually represented by the energy density map: 
local energy spectral density plotted versus time t and scale (j). 

Because the water fluid contains microbubbles of undissolved 
air, the light signal may get noisy. Therefore, the voltage signal 
from the photodiode is processed in a two steps procedure be­
fore the wavelet analysis: (/) Subtraction of the off-cavitation 
voltage; («) Envelope in a frequency range of 0-100 kHz 
(using the Hilbert transform). 

Finally, the cavity characteristic size \ is related to the </> 
scale through the following relation: \ = K{CJ4>), where Kis 
a normalization coefficient and C^ is the convection velocity of 
the vapor structure in the closure region of the main cavity. 
Considering the experimental results carried out by Kiya and 
Sasaki (1983) (0.5 Cef) and Farhat (1994) (0.65 C,ef), we take 
Cc = 0.6 Crcf. We emphasize the fact that this convection veloc­
ity is only valid at the measurement location. 

It is noteworthy that the primary concepts in the wavelet 
analysis are those of time and scale, whereas frequency is 
clearly a secondary quantity obtained from the repetition of 
individual events. Let an event be the occurrence of a cavity of 
size X at an instant t. An algorithm (see Pereira, 1997) is 
developed that locates every maximum appearing in the energy 
map, thus giving an equal importance to low and high energy 
events. The resulting image is called the structure map from 
which the event histogram n is carried out. Dividing this quan­
tity by the measurement period gives the frequency / ^ associ­
ated to the size class \ . We refer n as the statistical density and 
N as the statistical distribution associated to class X.. 

Eight data segments of 32 A:-samples each («164 ms) are 
processed. The </> scale is divided into 9 octaves with 16 voices 
each (therefore, we have 144 X classes). Lengths X in the range 
0.5 to 100 mm are considered. 

Volume of Vapor Cavities 

Principle and Instrumentation. The quantification of two 
phase phenomena in terms of volume or shape data is techni­
cally complex. IVIost current visualization techniques are only 
applicable when geometrical characteristics are considered 
steady in time, such as in the case of the leading edge cavity: 
laser sheet (Farhat et al., 1993), high speed photography (Leh­
man, 1966), holography (Maeda et al., 1991), tomography 
(Levinthal and Ware, 1972), etc. However, the vapor structures 
produced by a leading edge cavity are characterized by a very 
short lifetime, an extremely changing shape and are conveyed 
by the flow at high speeds (up to 50 m - s " ' in the test section 
of the IMHEF-LMH's cavitation tunnel). 

To quantify the geometrical characteristics of these transient 
vapor vortices, we developed a technique combining principles 

of tomography and stereometry, see Pereira (1997). The basic 
and intuitive principle is that the volume of an object in space 
(moving or not) can be estimated out from simultaneous con­
tours taken from a minimum of two noncollinear Unes of sight. 
Contours define, in the 3-D space, cylinders (or cones) that 
encompass the object being observed. They intersect each other 
and form a common volume that overestimates the real volume. 
Accuracy can be increased with a higher number of contours. 

Four black and white frame transfer CCD cameras are ar­
ranged around the test section according to Fig. 2. 

In monoshot mode, the CCD integration period (20 ms) starts 
on a TTL signal input. Afterwards, the image information is 
transferred onto a storage section where it remains until a TTL 
readout signal is received. Information is finally converted to 
standard video signal and output to a 8-bits frame grabber. 
Archiving is done on S-VHS video tape. Special electronic 
hardware was developed for the conditioning of the video signal 
as well as for the camera control from a remote computer (ad­
dressing, multiplexing, triggering, gain control and synchroniza­
tion between video devices). A compact mechanical mounting 
has been designed for each camera, allowing precise positioning 
(1 rotation and translation on 3 axes). Lighting is undertaken 
by two flash point sources placed around the test section. 
Flashes are triggered randomly during camera integration period 
to avoid any couphng with the phenomenon being observed. 
The trigger pulse is transmitted through an optical fiber in order 
to protect electronics hardware from electromagnetic distur­
bances. 

Images are acquired simultaneously on all four cameras and 
readout sequentially according to the above sequence. The cycle 
takes 140 ms from acquisition to storage and is repeated 512 
times at the corresponding frequency ( » 7 Hz). 

Data Processing and Analysis. Volume extraction goes 
through 4 steps: (;) image enhancement: normalization to full 
pixel range (256 grey levels) and thresholding; («) contour 
extraction by gradient operator; {Hi) contour closing; {iv) vol­
ume intersection. The intersection operation is the core of the 
volume reconstruction (see Pereira, 1997). This procedure is 
applied to all possible pairs of object contours. An orthogonal 
parallelepiped is drawn out that encompasses the intersection 
points and is divided into voxels (discrete volume elements). 
Each voxel is defined by a center, an elementary volume and a 
norm. This norm is equal to unity if the projection of the associ­
ated center on at least one image plane is inside the correspond­
ing contour, 0 if on the contour and — 1 on the outside. 

Total volume of object under consideration is the summation 
of all elementary volumes from voxels whose norm is zero or 
unity. Figure 3 shows the graphical display of the final recon­
structed volume of an upside down U-shaped vapor vortex. 
Upper four photographs are the simultaneous images from the 
CCD cameras and bottom figures show the reconstructed cavity. 
It clearly demonstrates the ability of the technique to closely 
catch complex 3-D structures. 

.x^- r 

Flow 

Fig, 2 Cameras arrangement around test section and world coordinates 
system 
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Fig. 3 Reconstruction of a vapor voiume 

Calibration. Calibration of a stereoscopic system is the 
process by which we determine the geometrical and optical 
characteristics of a camera (intrinsic parameters) and/or the 
3-D position and orientation in the world space of the image 
sensor (extrinsic parameters). Eleven parameters (6 extrinsic 
and 5 intrinsic) are determined by our algorithm (see Pereira, 
1997). World space coordinates may be derived from multiple 
image data and vice versa. Minimum measurable volume is 
0.44 mm'. 

Flow Conditions 
We explored 2 flow angles of incidence (4 and 6 deg), 3 

main cavity lengths {IIL = 20, 30, 40 percent) and 5 upstream 
flow velocities ( Q ^ = 15, 20, 25, 30, 32 m • s " ' ) . The cavitation 
coefficient a is adjusted to obtain the correct main cavity length, 
which is checked under continuous lighting by means of a grad­
uated video monitor. As soon as flow parameters are considered 
steady in time, 128 measurements are performed and averaged 
over a period of 30 s before the image acquisition loop. 

Results and Discussion 

_ Production Rate of Vapor Cavities. Figure 4 represents 
N, which is the event statistical distribution N (number of 
events >X per unit of time) divided by the respective mean 
flow velocity C,ef. N is plotted versus structure size \ . Only 
sizes below 50 mm are reported since structures with character­
istic size greater than the main cavity mean length can reason­
ably be put aside. 

It follows from these graphs (see Pereira, 1997) that the 
distributions N are ruled by the relation N(\) = kC^^i/X, where 
k is a constant. The analytical formulation of the event density 
n( \ ) can be derived from this analysis: 

ft(M 86.87 10" 12 10" (2) 

The number of events per unit of time n(X) is given by the 
following relation: 
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(3) 

n( \ ) is the so-called production rate (or shedding frequency) 
of vapor cavities in the interval [\, X + AX], and will be now 
referred to as f c- We show that / ^ , Cef and X are linked by 
the relation 

Cref I + a 
5.87 10-3 + ^2 10-5 (4) 

where a is a parameter defining the density class width: a E 
R^|AX = aX. Sc is the production rate constant and is equal 
to k of relation (2). S° tends to S^ as a grows to infinity. 

Figure 5 represents the values of S" when formula (4) is 
applied to the experimental histograms n. In the case of our 
analysis, we have a =; 43.3 IQ--*. S" is found constant and 
close to 3.8 lO"-* over the whole X scale. This result fully 
validates the above reasoning and shows that the generation 
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process of the transient vapor cavities is truly ruled by the 
Strouhal-like law of Eq. (4) , provided a is chosen (even arbi­
trarily). 

The unsteady case (i = 6 deg) is characterized by two particu­
lar \ values that we call \ , and Xa- We show that these singular 
lengths are essentially defined by the main cavity mean length 
according to the following relations: \ i =s 0.44/ and X.2 — 0.85/. 
Considering the uncertainties related to the convection velocity 
determination, we point out that these values are comparable 
with the 5 and f values that are commonly found in the literature 
as far as the generation process of vapor cavities in the unsteady 
situation is discussed. As a matter of fact, these results are 
coherent with the 3-parts cyclic generation sketches proposed 
by Le et al. (1993) and Kubota et al. (1987). 

Finally, let/^. be the sum of frequencies / c of events whose 
dimension \ is in the close vicinity of \ i and k^-fc is called the 
macroscopic or main shedding frequency. Figure 6 represents 
this frequency versus the reduced frequency C,ei/l. 

This graph clearly shows that the production rate of vapor 
cavities inside these two X. classes is controlled by the well-
known Strouhal law based on the main cavity length and on 
the upstream flow velocity: 

S = fJ with S « 0.3 (5) 

This result is perfectly coherent with those found in literature 
related to unsteady cavitation behavior: Simoneau et al. (1989), 
Farhat et al. (1993), Farhat (1994), Kubota et al. (1987), Le 
etal. (1993). 

Volume of Vapor Cavities. We showed (Pereira, 1997) 
that the most relevant information, with respect to the volume 
of vapor cavities, were the dimensions X.,,, \y, and \ , respec­
tively the chordwise, the spanwise, and the vertical extents. 

Figure 7 shows that there exist linear relationships between 
kx, ky, and Xj. We have reported couples (X ,̂ X,,) and (X,,, XJ 
(values are divided by /) , accompanied by the corresponding 
linear regression, k^ and X, are identical with a slope coefficient 
close to unity, for both the steady and unsteady cases (X, i= 
0.851X^ and X̂  != 1.035 X,, respectively). Graphs related to (X,,, 
\) show that the cavity height is about 60% higher than X, 
(slopes are 1.629 and 1.582, respectively for / = 4 deg and i 
= 6 deg). Besides, the unsteady case (/ = 6 deg) is character­
ized by two secondary trends indicating that there exist two 
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Fig. 6 Shedding frequency f̂  versus reduced frequency Cntll. I = 6°, 
l/L = 20, 30, 40% 

additional volume families that confirm the following relations: 
Xz « 0.197\j and X̂  !* 0.562X,,. As established by Pereira 
(1997), we also have X, « 1.61\;, and X, « 2.17X,. It is also 
noticeable that the longitudinal and transversal dimensions (X^ 
and X,) rarely exceed half of the main cavity length / in the 
steady situation. Instead, for / = 6 deg, X̂  and X̂  may equal 
it, while appearing the aforementioned two specific types of 
volumes. These remarks are in full agreement with the visual 
observations. 

Because experimental volume data were not available up to 
now, vapor structures produced by the leading edge cavity were 
usually considered to be spherical volumes (Kato, 1975; Selim, 
1985; Baiter, 1982). Our immediate purpose is to check the 

validity of this hypothesis. Let d^q = 4(6hr)Vc be the equivalent 
diameter. Figure 8 represents dimensions X;,.̂ ,̂  versus d^. In the 
steady case (4 deg), these dimensions vary linearly with the 
equivalent diameter and slopes are similar to that found above 
between X ,̂ X̂, and X̂ . For i = 6 deg (unsteady behavior), 
multiple trends appear on graph (rfeq, X^). The main trend indi­
cates that Xj is about 60 percent greater than d^q. Secondary 
trends are related to the specific volumes that characterize the 
unsteady case. Slopes are close to that found between X̂  and 
X,(Fig. 7) . 

As a consequence, d^^ is representative of dimensions X̂_y.z 
of vapor volumes. Table 1 reports the relationships between 
K^y^^ and deci as well as the constants that provide, from the 
single knowledge of the main cavity mean length, the X .̂̂ .j 
dimensions of the macroscopic structures produced in the un-
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Steady cavitation behavior. These characteristic dimensions are 
coherent with visual observations and high speed visualizations: 
Farhat (1994), Brennen (1994), Kubota et al. (1987). 

Energy Approach: Formalism and Validation 

The energy spectrum suggested by Hammitt (1963) describes 
the energy transfer between the fluid and the material. This 
concept is illustrated on Fig. 9, for different cavitation extents: 
the coordinate axis represents the frequency histogram n(Ec) 
of cavities with potential energy inside the interval [Ec, E^ + 
A £ J . 

Hammitt emphasizes the fact that he takes into account only 
the cavities that effectively produce damage, suggesting that an 
energy E^ exists beyond which damage takes place. This thresh­
old, reported on Fig. 9, depends on the mechanical properties 
of the material under consideration. Thus, the damaging energy 
is proportional to the surface under the curve corresponding to 
the cavitation extent, with is^ > £5. 

Energy Density. The energy density ii(£c) is related to the 
event density n( \ ) by 

h{E,)dE, = n{k)d\ (6) 

where k is the longitudinal maximum extent of cavities, as 
hypothesized formerly. Furthermore, Table 1 shows that the 
dimensions K,y,z, and specifically the longitudinal one, are pro-

3/ 

portional to d^q, with d^q °= vK. Thus, the potential energy E^ 
of a cavity may be expressed by 

Table 1 Dimensional characteristics 

Steady 

Eq. (4) Eq. (5) Eq. (4) 

of vapor volumes 

Unsteady 

Eq. (5) 

deg 

1.6 d„ 1.6 rf„ 

= 0.44 / 
= 0.71 / 
= 0.14 / 
= 0.85 I 
= 1.84 / 
= 1.04/ 

n n ^ e ) 
Damaging 

' threshold 

Area proportional 
to damaging energy 

Ej Em 

Fig. 9 Energy spectra according to Hammitt (1963) 

£, = ApV, « ApW Ap = ^(a + C„^JCli (7) 

According to (7) , we have X ô  E'/^Ap " ^ Thus, Eq. (6) 
becomes, using (2): 

h(E,) ex Cr,!Ap"'E:"' (8) 

Let E„ = Ap • P bs the reference energy. E„ is normally 
associated with the maximum volume generated by the main 
cavity. However, we do not know the relationship between this 
volume and the current flow conditions, so we assume that this 
volume is proportional to P. This hypothesis is true in the 
unsteady situation, as suggested by Table 1. 

The energy density h{Ec) is finally given by 

n(Ec) — KQSC —— E„ Ec' Ko = 3 • (9) 

Energy Spectrum. The number per time unit of vapor cavi­
ties whose energy E^ is inside the interval [E^ E^ + AEc] is 
given by the relation: 

n(E,) = ' ' h(e)de (10) 

We introduce the parameter P that acts on E^ as a does on k: 
/? e R"̂  I AEc = PEc- Moreover, according to (6) , we have the 
following relation: 

n{Ec) = n ( \ ) = Sc 
Cref a 

k a + I 
(11) 

Comparing coefficients from relations (10) and (11), we obtain 
the formulation of n(Zic): 

n(Ec) = K,Sc ^ IfY' [1 - (1 + /?)-'"] (12) 

with 

P = (1 + ay - I and Ki = A (13) 

Spectrum n(Ec) is fully determined by the flow parameters. 
It differs from existing models based on theoretical probability 
laws selected to fit the closest possible the spectrum suggested 
by Hammitt (1963): Kato (1975), Selim (1985). 

Collapse Efficiency. We assume that a vapor cavity in­
duces damage if the energy resulting from the collapse is greater 
than the material threshold E,. The damaging energy Ej issued 
from the cascade from flow to material is only a part of the 
initial fluid energy E^. Knapp et al. (1970) estimated experi­
mentally, being to our knowledge the only literature reference 
with regard to this aspect, that only 1 cavity in 30000 produces 
damage. Inspired on previous works (Ross, 1977; Baiter, 1982), 
we reintroduce the notion of collapse efficiency through the 
term 77̂ 0, which is a function of numerous parameters (energy 
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dissipation during collapse, distance of collapse to the wall, 
physical properties of fluid and material, roughness, pressure 
fluctuations, . . .). rico is defined by the ratio between the spec­
trum of energy E^ absorbed by the material and that of energy 
Ec provided by the vapor cavities (with E^ a £,) : 

Vco = 
n(£d) ^ n(£rf) 

n(Ec) n(£ , ) 
(14) 

Thus, rico is only related to that part of collapses having 
energy larger than the threshold energy. It differs in that from 
the "energy efficiency" introduced by Reboud and Fortes-Pa­
tella (1996) as the ratio EJE„ this being a measure of the 
effective energy transfer from flow to material. r;„ is rather a 
macroscopic efficiency that integrates both the generation pro­
cess and this energy cascade. We hypothesize that the collapse 
efficiency 77̂  is constant over the complete energy scale above 

Erosive Power. The erosive power P„ (using the same 
terminology as Farhat et al , 1993) is the integral per time unit 
of energies contributing to the damage process (i.e., E^ s £,): 

Per = 
JE. 

(e)ede = K^S, —E,„^,, K2 (15) 

where E,,, is the upper bound of energies. Term ^^r is given by 
the relations: 

$«. = 1 (16) 

Erosive Efficiency. We introduce the erosive efficiency r;„ 
as the ratio between the erosive power and the total power of 
vapor cavities. ??„ is a continuously decreasing function of the 
energy threshold £,: 

'He, 

Jo 

= $„ (17) 
(e)ede 

The denominator represents the total energy per time unit 
and is proportional to the energy flux {CisfE„,)ll. 

Transposition. We consider two flows geometrically simi­
lar and with the same cavitation development (thus similar with 
regard to the cavitation coefficient a). Fluid is unchanged. 

The problem of transposition consists in studying the influ­
ence of a change of the flow velocity and/or of the geometrical 
scale. Let TT, and -KI, be the transposition parameters: TT, = 
C'lef/Qcf and TTz = ' ' / / . Cj'ef and / ' are, respectively, the mean 
velocity and the main cavity length of the new flow. The cavity 
length is taken as the reference geometrical length due to the 
a similarity. 

Using Eqs. (15) and (16), the transposed erosive power 
P'er is given by: 

Per — ^erPei 
Ver 

- 4 / 3 - 2 
I I' 2 (18) 

we can state that R„ ?» \ / 2 ; (ii) Cavity is convected with the 
flow velocity Cc = kQ^f, k >=» 0.6; (in) Ap is constant during 
tr; (iv) Volume of cavity is maximum at abscissa /. 

The displacement of a cavity is S^ = trCc- Thus, using Eq. 
(7), the chordwise location of the collapse is given by 

= / 1 + K. 
Ec 

('̂  + C„ )-

K,= 
0.915fc 

(19) 

The collapse location is independent of the mean flow veloc­
ity, for a given flow incidence; and a given cavitation coefficient 
a. This result is coherent with the works performed by Simo-
neau et al. (1989) and N'Guyen et al. (1987). For a given set 
of flow conditions, 6c is proportional to \. As a consequence, 
the collapse or pit density (number of collapses/pits per time 
unit and per length unit) may be expressed by: n(6c)d6c = 
h{Ec)dEc. Equation (19) also points out that the beginning of 
the damaged area is fully determined when Ec equals E,. 

Experimental Validation: Elements. Pitting data is avail­
able from former erosion tests done independently of the present 
work, although on the same hydrofoil and for a subset of the 
flow conditions considered here. Cavitation tests were per­
formed on Copper samples. Surface measurement was done 
using a laser profilometer and processed by a software devel­
oped by Fortes-Patella (1994) and co-workers. In addition to 
the geometrical characteristics of pits, the software provides 
the acoustical energy E^ associated to each pit and calculated 
according to the numerical simulation developed by this author. 

Recent works (see Reboud and Fortes-Patella, 1996) indicate 
that the material deformation energy E^ is proportional to £„, 
yet for a given material as long as this is strongly dependent 
upon the elastic properties of the material. As a consequence, 
we will use the terminology E^ instead of £„ to make clear 
distinction between flow and material. This is consistent since 
Ea is derived from material deformation data by the numerical 
simulation. 

Figure 10 represents the energy spectra n{Ec) (fluid), calcu­
lated according to relation (12), and n(£rf) (material). Both 
are expressed per unit of surface. A remarkable proportionality 
relationship is noticed. The experimental spectra are fitted by 
power laws using a least squares method and are found to have 
exponents that closely match the theoretical exponent —5 of Eq. 
(12): -0.341 for IIL = 20 percent and -0.364 for IIL = 40 
percent. One can estimate the collapse efficiency using Eq. 
(14). Figure 11 represents the value of r?„, and shows that it 
remains fairly constant over the whole range of energies, thus 
confirming the hypothesis we made above. 

Mean ratios between number of pits and number of cavities 
are found to be very low, ranging from 10 ~' to 10 "", as reported 
in Table 2. As a matter of fact, E^ can be much smaller than 
Ec or £„, as reported by Reboud and Fortes-Patella (1996). 

10' 

10' 

\er is the erosive power coefficient: it allows the transposition 
of the erosive power P„, both in velocity and in geometrical 
scale. It also includes the damaging energy threshold E, as well 
as the macroscopic flow parameters of the original flow 
(through the erosive efficiency r?,,̂ ). 

Location of Collapse. According to the theoretical model 
developed by Rayleigh (1917), the time between the instant of 
application of pressure and the instant of zero radius is given 
by the Rayleigh time ?,. s 0.915 RJplAp, where R„ is the 
initial and maximum radius of the bubble. Four hypotheses are 
given: (i) According to Table 1, X. = X.;̂  — d^q', consequently. Fig. 10 Comparison of energy spectra between flow and material 
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Fig. 11 Collapse efficiency Hc = n{Ea)/fi{Ec) 

Moreover, the statistical density of vapor cavities decreases 
rapidly with their energy (see Eq. (9)) . Yet, factors not fully 
understood, such as the distance of collapse to the wall, may 
be the main cause of such low values. Though, these values are 
quite coherent with those estimated experimentally by Knapp 
etal. (1970). 

r]c„ is highly dependent upon the flow conditions. Curves 
relative to 25 m-s~ ' and 32 m-s^ ' point out that mean rjco 
increases with Qef. These results are consistent with increased 
erosion observed by Simoneau et al. (1989). Influence of cavity 
length at constant velocity is not clearly estabUshed. Although 
flow parameters may act directly on 7?<,„, they certainly have an 
indirect influence through complex phenomena: cloud structure, 
shock wave propagation, . . . These influences are beyond the 
objectives of the current study. 

Relation (19) is used to determine the collapse area. Two 
main comments are suggested by the resulting collapse images 
of Fig. 12, confirmed by direct observation of eroded areas: ( 0 
As stated earlier, the location of collapse is independent of Q^f-, 
however, the distribution of collapses around the mean position 
changes: collapses move downstream when Cref increases; this 
effect is mainly attributed to inertial forces and agrees with 
observed elongation of the main cavity with increasing Cref 
(Dupont, 1991); («•) For the unsteady case (6 deg), the collapse 
area enlarges around the mean position of the closure region; 
indeed, the energy spectrum widens and moves to higher energ­
ies, in particular because of the appearance of the characteristic 
volumes (see Table 1). 

Conclusion 
The production rate / ^ of transient vapor cavities generated 

by a leading edge cavity is ruled by a Strouhal law S" depending 
on the characteristic cavity size \ , the mean flow velocity Cfgf, 
the class width parameter a, and the constant S^ '=> 86.87 10"' . 
This law applies to both the steady and the unsteady cavitation 
behaviors. This latter situation is, besides, characterized by the 
production of vapor volumes arranged into two distinct \ 
classes. The ratios between the mean X. values of those classes 
and the main cavity mean length / give values very close to j 
and I, whatever the flow conditions are. The corresponding 
production rate is controlled by the well-known Strouhal law 
based on Cref and /, with S «* 0.3. 

Combining stereometry and tomography principles, volume 
of transient vapor vortices is reconstructed. Despite the com-

Table 2 Mean collapse efficiency 17™ = n(Ea)/n(Ec) 

Cref , 

[m-s^'] 
a 

[-] 
l/L 
[%] 

4" 25 

32 

1.25 
1.12 
1.26 
1.13 

20 
40 
20 
40 

16.5 10-^ 
69.1 10"' 

122.8 10^' 
128.6 10-' 

u o 
M 
U 

i=4° 
Leading edge 

mf 

Crefr=20 m/s 
l/L rms error=2.6% 

Leading edge g 
1 

Cref"30 mis 
l/L rms error=3.5% 

i=6° 
Leading edge 

Crefr=20 m/s 
l/L rms error='8.3% 

Leading edge ^ 

• 1 

Cref=30 m/s 
l/L rms error=9.8% 

Fig. 12 Collapse locations of vapor cavities, top view: / = 4 deg, 6 deg, 
Cref = 20, 30 m-s"^\ ; / t = 40 percent 

plexity and variety of volumes, remarkable linear relationships 
are found between main dimensions (chordwise, spanwise and 
vertical extents) and the diameter d^ of a corresponding equiva­
lent spherical volume. This applies equally to both behaviors, 
with specific relationships for the unsteady case. 

The fluid energy spectrum niE^), E^ being the potential en­
ergy of a vapor cavity, is expressed exclusively as a function of 
flow global parameters, production rate constant S^, maximum 
potential energy £,„ (defined by main cavity length /) and Ec-

The comparison between the fluid energy spectrum n{Ec) 
and the material deformation energy spectrum n(£'rf) carried 
out from former pitting experiments shows a remarkable propor­
tionality relationship defined by the collapse efficiency 77̂0 • Val­
ues of 77̂0 in the range 10~' to 10 '' are found, depending on 
flow conditions. This relationship between the fluid and the 
material sides of the cavitation erosion problem confirms the 
well-founded nature of the energy approach and validates it. 

The erosive power term P„ is defined as a function of flow 
parameters, constant Sc and of the erosive efficiency Ti^r. This 
efficiency is dependent upon the damaging energy threshold E,, 
defined by the mechanical properties of the material. A simple 
model based on the Rayleigh's theory is introduced that locates 
the erosion area according to E,,. The eroded area does not 
depend on the flow velocity, but essentially on the pressure 
gradient in the closure region of the main cavity. Quite good 
correlation is found with experiment. 

Provided flow geometries are homologous, fluids are un­
changed and cavitation coefficient is identical, the ratio between 
Ec spectra is equal to the ratio between velocities if velocity 
transposition is considered. If geometrical scale changes, the 
ratio between spectra per surface unit is inversely equal to the 
square of the geometrical ratio. Finally, the erosive power coef­
ficient X(,r is introduced as to transpose P„. 

A study over a number of materials of engineering interest 
covering a wide range of mechanical properties should be en­
gaged in order to establish correlations between these properties 
and £, . Furthermore, the influence of flow parameters on the 
material deformation energy spectrum could be clarified in order 
to better understand their role on the collapse efficiency rico-
Finally, the determination of the maximal fluid energy £„ in 
relation with flow parameters is of relevance to define the upper 
limit of the fluid energy spectrum and thus to improve the 
accuracy of the erosive power term. 
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Cavitation Nuclei Population 
and Event Rates 
To model the processes of cavitation inception, noise and damage, it is necessary to 
generate a model of the cavitation event rate which can then be coupled with the 
consequences of the individual events to produce a complete synthesis of the phenome­
non. In this paper we describe recent efforts to connect the observed event rates to 
the measured distributions of cavitation nuclei in the oncoming stream. Comparisons 
are made between the observed event rates and event rates calculated from measured 
nuclei distributions using an algorithm which includes the dynamics of the nuclei 
motion and growth. Various complications are explored including the effect of the 
boundary layer, the relative motion between the nucleus and the liquid, the observable 
bubble size effect, and the effect of bubble growth on neighboring nuclei. All of these 
are seen to have important influences on the event rate, and therefore, on cavitation 
inception and other macroscopic consequences. We demonstrate that it is possible 
to predict the correct order of magnitude of the event rate when an attempt is made 
to model the important flow complications. 

1 Introduction 

In order to synthesize the cumulative effects of a stream of 
traveling cavitation bubbles, it is necessary to supplement the 
details of individual events with the rates at which these events 
occur. Many investigators have anticipated a relationship be­
tween the cavitation event rate and the concentration of cavita­
tion nuclei in the oncoming stream (see, for example, Schiebe, 
1972; Keller, 1972, 1974; Keller and Weitendorf, 1976; Kuiper, 
1978; Gates and Acosta, 1978; Meyer et al , 1992). At first 
sight this seems like a straightforward problem of computing 
the flux of nuclei into the region for which Cp < —a. However, 
many complications arise which make this analysis more diffi­
cult than might otherwise appear and we shall discuss some of 
the specific issues below. But these difficulties do not account 
for the lack of experimental research into the relationship. 
Rather, the difficulties involved in the accurate measurement of 
the incoming nuclei number distribution function, N{R), have 
been responsible for the delay in any detailed, quantitative in­
vestigation of this component of the problem. (Note that 
N(R)dR is the number of nuclei with size between R and R + 
dR per unit volume.) As Billet (1985) remarked in his review 
of nuclei measurement techniques, the only reliable method of 
obtaining A^(^) has been the extremely time-consuming proce­
dure of surveying a reconstruction of an in situ hologram of a 
small volume of tunnel water (Gates and Bacon, 1978). How­
ever, the time and effort required to construct one N(R) distribu­
tion by this method has seriously limited the scope of these 
investigations. 

The recent development of light scattering instruments em­
ploying phase Doppler techniques (Saffman et al., 1984; Tanger 
et al., 1992) has improved the situation. In our laboratory, we 
have succeeded in validating and calibrating a Phase Doppler 
Anemometer (PDA) made by Dantec by taking simultaneous 
measurements with the PDA and a holographic system (Liu et 
al., 1993). The great advantage of the PDA system is the speed 
with which N{R) can be measured. After validation, the PDA 
system could then be used with confidence for investigations 
of the nuclei population dynamics in a water tunnel (Liu et al., 
1993 and 1994) and of the aforementioned relation between 
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N{R) and the cavitation event rate (Liu et al., 1993, Liu and 
Brennen, 1994). 

In this paper, we first present the experimental observations of 
cavitation event rates on a Schiebe headform with simultaneous 
measurement of the nuclei distribution in the upcoming stream. 
We then present an analytical model to synthesize the event 
rates from the measured nuclei distributions. Then we compare 
the predicted event rates with cavitation observations in two 
water tunnels with quite different nuclei population dynamics. 

2 Observations of Nuclei Population and Event 
Rates 

The experiments were performed in the Low Turbulence Wa­
ter Tunnel (LTWT) and the High Speed Water Tunnel (HSWT) 
at Caltech. Detailed descriptions of these two water tunnels can 
be found in other literature (see Gates, 1978 and Liu and Bren­
nen, 1995), and will not be repeated here. Figure 1 shows a 
sketch of the experimental setup. A Schiebe headform with 5.08 
cm diameter was installed at the center of the water tunnel. The 
free-stream nuclei number distribution was measured by a Phase 
Doppler Anemometer (PDA), which was calibrated by compar­
ing the results with those obtained by a holographic method 
(Liu et al., 1993). On the other hand, the cavitation event rate 
on the Schiebe headform was measured by three flush-mounted 
electrodes on the headform surface (Ceccio and Brennen, 1992 
and Kuhn de Chizelle et al., 1992). 

In Fig. 2, we present a typical comparison of the nuclei 
number density distributions in the LTWT and in the HSWT. 
Also plotted in the figure are measurements in other facilities 
(Arndt and Keller, 1976; Peterson et al., 1972, 1975; Feldberg 
and Shlemenson, 1971; Keller and Weitendorf, 1976; and Gates 
and Bacon, 1978) and in the ocean (Cartmill and Su, 1993). As 
expected, substantial differences in the nuclei number density 
distributions in the two water tunnels were found. Although the 
shapes of the distributions are similar, the differences in the 
magnitudes were as much as two orders of magnitude. The 
typical nuclei concentration in the LTWT is quite large, about 
100 cm"^; while the nuclei concentration in the HSWT is low 
at about 1 cm ^ Billet (1985) and Gindroz and Billet (1994) 
presented useful reviews of the subject of nuclei concentrations 
and distributions. They found that for deaerated water, typical 
concentrations are of the order of 20 cm"^ with sizes ranging 
from about 5 //m to about 20 fim. We conclude that the LTWT 
is nuclei rich and the HSWT is nuclei poor. This was expected 
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Fig. 1 Experimental setup for ttie simultaneous measurement of the 
cavitation nuclei distribution in the water tunnel and the cavitation event 
rate on a Schiebe headform 
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Fig. 2 A comparison of the nuclei number density distributions in the 
Low Turbulence Water Tunnel and the High Speed Water Tunnel with 
measurements in other facilities and in the ocean. The uncertainty in the 
ordinate is ±5 percent. 

since the HSWT has an effective resorber while the LTWT does 
not; related studies (Liu, 1995, Liu et al., 1993) demonstrated 
that, as a result, the two facilities have quite different nuclei 
population dynamics. Consequently, comparative experiments 
in the two tunnels were expected to provide a valuable range 
of nuclei populations. 

Figure 3 presents the measurements of the event rates on a 
Schiebe headform in the LTWT and HSWT tunnels. Note that 
the cavitation event rates increase dramatically as the cavitation 
number is decreased. However, the event rates can vary by as 
much as a decade at the same cavitation number. At the same 
cavitation number, the larger free stream nuclei concentrations 
correspond to the larger cavitation event rates. As one would 
expect, the event rates observed at the same cavitation number 
in the LTWT are much higher than in the HSWT, because of 
the much higher nuclei population in the LTWT. 

During the tests in the HSWT, cavitation experiments were 
performed at various speeds and air contents. Again, it was 
clear that the nuclei population had a strong effect on the cavita­
tion event rate as illustrated on the right in Fig. 3. This resulted 
in a significant effect on the cavitation inception number. For 
example, at a velocity of 9,4 m/s and a nuclei concentration of 
0.8 cm^', the cavitation inception number was 0.47. After air 
injection, the nuclei concentration rose to 12 cm ' , and cavita­
tion inception occurred at (T, = 0.52. In contrast, in the LTWT, 
the cavitation inception number in the LTWT was about 0.57, 
and the nuclei concentration was about 100 cm"'. In the HSWT, 
attached cavitation occurred soon after traveling bubble cavita­
tion. This implies that attached cavitation occurs more readily 
when the nuclei population is low. Similar phenomenon was 
also observed by Li and Ceccio (1994) on a cavitating hydro­
foil. In their observations, when the nuclei concentration in the 

N o m e n c l a t u r e 

C 
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CpM • 

^PMS 
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N(R) = 

R = 
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• nuclei concentration 
- coefficient of pressure, (p — 

•- minimum Cp on a given stream­
line 

• minimum value of Cp on the 
headform surface 

: constant 
: headform diameter 
• cavitation event rate 
: nuclei density distribution func­
tion 

•• radius of a cavitation nucleus 
-• dR/dt, d^R/dt^ 
• critical cavitation nucleus radius 
• minimum observable bubble ra­

dius 
maximum cavitation bubble ra­
dius 
initial nucleus radius 
surface tension 
upstream tunnel velocity 
maximum velocity correspond­
ing to CpMS 

/11/2./3 = numerical factors effecting 
the cavitation event rate 

«, = bubble/bubble interaction ef­
fect 

p = fluid pressure 
Poo = free stream pressure 

PoQ = initial gas pressure in a bubble 
Pc = blake critical pressure 

Pmin = undisturbed liquid pressure 
p„ = vapor pressure 
q = flow velocity 
r = distance from the center of a 

bubble 
KH = headform radius 
rK = radius of curvature of stream­

lines near minimum pressure 
point 

rs = radius of minimum pressure 
point 

r, = critical radius 
y = distance normal to body sur­

face 
yu = maximum y value of the Cp = 

-a isobar 

s, So = coordinate along a streamline 
and the location of minimum 
pressure point 

to = time available for bubble growth 
= fluid velocity, fluid velocity just 

outside boundary layer 
V = velocity of a bubble normal to 

streamline 
p = fluid density 
c = cavitation number, (p„ — pc)l 

a en = threshold cavitation number 
a; — inception cavitation number 
<T,' = cavitation number variation 

^, X = factors in the chosen analytical 
expression for N{R) 

V = kinematic viscosity of fluid 
IJ, = fluid viscosity 

6, 62 = thickness and momentum thick­
ness of the boundary layer 

e = displacement of a bubble normal 
to a streamline 

L = function defined by Eq. (15) 
S' = di:id{rlr„) 
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Fig. 3 Left: Variations in tlie cavitation event rates with cavitation num­
ber on a 5.08 cm Schiebe body in the LTWT at a speed of 9 m/s. Data 
are piotted for various ranges of free stream nuclei concentration, C 
(cm"^): C < 150 (0); 150 < C < 200 (+); 200 < C < 250 (D) and 250 < 
C(x) . 

water was high, traveling bubble cavitation occurred before 
attached cavitation was observed. But when the nuclei concen­
tration was low, no traveUng bubble cavitation was observed 
before attached cavitation occurred. They ascribe the cause of 
this phenomenon to laminar boundary separation on the hydro­
foil. However, we are not sure about the cause on the Schiebe 
headform since it does not exhibit laminar boundary layer sepa­
ration in the region of low pressure where these events were 
observed. 

By comparing the event rates for conditions C and E in Fig. 
3 (right), it can be seen that, at the constant nuclei concentration 
level, the cavitation event rate decreased with increasing tunnel 
velocity, which is the inverse of what would be expected. All 
the numerical and analytical simulations (Ceccio and Brennen, 
1992; Meyer et al , 1992; Liu et al., 1993) predict that the event 
rate increases with oncoming velocity, provided that the nuclei 
population remains the same. This velocity effect on the cavita­
tion event rate was also observed by Kuhn de Chizelle et al. 
(1992, 1995). Since they were unable to measure the nuclei 
population in the oncoming flow, Kuhn de Chizelle et al. specu­
lated that the free nuclei population was decreased by the in­
crease in tunnel pressure necessary to achieve the same cavita­
tion number at a higher speed. The investigations of nuclei 
population dynamics in a water tunnel by Liu et al. (1993) 
support that explanation. However, the current data shows that 
the event rates decrease with an increasing tunnel speed even 
when the nuclei concentrations are at the same level. This phe­
nomenon is not understood. A possible explanation is that the 
PDA mistakenly counted more solid particles as microbubbles 
at the higher tunnel velocities. Since the population of solid 
particles increased with speed, perhaps the number of microbub­
bles decreased even though the total nuclei concentration re­
mained the same. It may also be the case that there exists some, 
as yet unrecognized, mechanism in the relation between the 
nuclei population and the cavitation event rate. 

3 An Analytical Model for Cavitation Event Rate 
A simple synthesis of the cavitation event rate from the nuclei 

distribution in the on-coming stream was presented by Ceccio 

o 

111 

< 
cr 

(A) 

(B) 

(C) 

(D) 

(E) 

U (m/sec) 

8.1 

9.4 

9.4 

12.6 

14.5 

3.6 < C < 4.3 om-3 
C = 0.8 cm-3 

1.7 < C < 2.4 cm-3 

2.0 < C < 3.0 cm-3 

1 . 6 < C < 2 . 9 c m - 3 

0.60 

CAVITATION NUMBER, cr 

Fig. 3 Right: Observed cavitation event rates on a 5.08 cm Schiebe body 
in the HSWT at various tunnel speeds and nuclei concentrations. The 
data are plotted for various tunnel speeds and nuclei concentrations. 
The uncertainty in the ordinate is ± 5 percent. 

and Brennen (1992). Here we explore this relationship further 
and comment on other factors which could significantly effect 
the event rate. We will use a nuclei number distribution func­
tion, N(R), defined such that, per unit volume, the number of 
nuclei with radii between R and R + dR is given hy N(R)dR. 
From the measurement of free stream nuclei distribution in our 
laboratory (see Liu et al., 1993), a characteristic form for NiR) 

^^^^ = ^ ^ ^ ^ ^ P 
( log / ; - log Q-

2\' (1) 

where C is the nuclei concentration. By adjusting the values of 
^ and \, the distribution function (1) can be made to fit most 
observed nuclei distribution functions. It is preferable to the 
more frequently used power law because it allows simulation 
of the peak in the population which is often observed (at i? = 
O and of the fact that the population of large bubbles is very 
small. 

The principal problem in synthesizing the event rate is to 
evaluate how many of these nuclei are convected into the region 
of low pressure near the minimum pressure point on the surface 
of the body and how many therefore grow to observable macro­
scopic vapor bubbles. Some simplifying observations allow us 
to avoid lengthy numerical computations of the bubble dynam­
ics (using the Rayleigh-Plesset equation) for every nucleus size, 
every streamline, every cavitation number, etc. Meyer et al. 
(1989, 1992) conducted a detailed numerical study of this kind 
which included most of the effects studied here. In this paper 
we present a much simpler analytical approach which, though 
more approximate, is probably as accurate as the current experi­
mental data would merit. First, we shall employ various rela­
tions pertaining to spherical bubble dynamics despite the tact 
that, as shown by Ceccio and Brennen (1992), the actual cavita­
tion bubbles are far from spherical. However, Kuhn de Chizelle 
et al. (1995) also showed that the Rayleigh-Plesset equation 
gives a reasonable though crude estimate of the bubble dimen­
sions and we therefore adopt this approximation here. However, 
in doing so we note that Kuhn de Chizelle et al. (1995) also 
demonstrated increasing departure from sphericity and from the 
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Rayleigh-Plesset equation for the larger bubbles at low cavita­
tion numbers and we make reference to this in discussing the 
results. 

Ceccio and Brennen (1992) observed while carrying out nu­
merical integration of the Rayleigh-Plesset equation that, for a 
given cavitation number, a, and minimum pressure coefficient, 
CpM^ all nuclei above a certain critical size, R = Re, would 
grow to roughly the same observable bubble size and therefore 
would be registered as "cavitation events." Furthermore, the 
critical size. Re, appeared to be almost independent of the details 
of the pressure/time history and a function only of the differ­
ence between the minimum pressure and the vapor pressure 
(represented non-dimensionally by ( -C™ - o-)), the upstream 
velocity, U, the fluid density, p, and surface tension, S. Specifi­
cally, 

Rc = sps 
3pUH-CpM- CT) 

( 2 ) 

fitted the bubble dynamic calculations very well when the em­
pirical parameter ,8 RS 1. This expression is, of course, consistent 
with the stability analyses put forward first by Flynn (1964) 
and Johnson and Hsieh (1966). Its use does save a great deal 
of computational effort. Furthermore, it means that we need not 
concern ourselves with the detailed pressure/time history along 
the entire length of each streamline but can simply focus on the 
region around the minimum pressure point. 

However, it is necessary to determine how the minimum 
pressure coefficient, CPM, varies from streamline to streamline. 
Here again we will use a simple analytic expression derived 
from much more complex computations. A panel method was 
developed to solve the potential flow around any axisymmetric 
headform. This was used to calculate the potential flow around 
the Schiebe headform. Such calculations suggested that the pres­
sure gradient, dpidy, normal to the surface in the vicinity of 
the minimum pressure point could be approximated by 
pUl,/rK where (7^ = f/( 1 - Cpus) "^ and CPMS are, respectively, 
the velocity and pressure coefficient at the minimum pressure 
point on the surface of the body (exterior to the boundary layer) 
and rg is a measure of the radius of curvature of the streamlines 
in this region. For the Schiebe body (CPMS = -0.78) it is found 
that rn/ric = 2.5 provides an approximate representation of the 
variation in the minimum pressure coefficient, Cp^, on a stream­
line with the distance y of that streamline from the surface. The 
actual variation of C™ with y from the potential flow calculation 
is shown in Fig. 4 along with several approximations. With dp/ 
dy = pU^/rK it follows that 

CpM — CpMS + 2 ^ ( 1 — CpMs)I^K ( 3 ) 

This expression allows us to evaluate from Eq. (2) the critical 
nuclei size, Rciy), for each streamline. Clearly, Re increases 
with the distance, y, of the streamline from the surface. A 
larger critical size means that fewer of the available nuclei will 
generate cavitation events. The process is terminated on that 
streamline which just touches the isobar Cpu = - cr for then 
the minimum pressure is equal to the vapor pressure and no 
cavitation events will occur on this streamline or any outside 
it. Consequently, we need only be concerned with a region near 
the surface given by 

where 

0 < y s yuf-i 

{-CpMs - o) 
2(1 - CpMs) 

( 4 ) 

(5) 

and/3 = 1. Different values of/a which is a function of RMI 
TH will be used later to examine the influence of a minimum 
observable bubble size, RM- Using the relations (2) and (3) and 
disregarding any possible effects of the boundary layer or of 

relative motion between the nucleus and the flow one can then 
construct an event rate from the nuclei number distribution as 
follows. The volume flow rate passing through two stream sur­
faces a distance, dy, apart at the minimum pressure point (see 
Fig. 5) is given by 

2-KrsU{\ - CpMsy'^My)dy (6) 

w h e r e / ( y ) = 1, but different values will be used later to 
account for the same boundary layer effects. The variable rs is 
the radial distance from the axis of symmetry to the minimum 
pressure point (on the Schiebe body rg/rn « 0.75). It follows 
from Eq. (6) that the cavitation event rate in the stream tube, 
dE, is given by 

dE^lirrsUil - CpMsy"My)dy 

N(R)dR 

f2(R,y)(l +ni) 
(7) 

whsrsfziR, y) = I, but different values will be used later to 
account for screening effects due to relative motion between 
the nuclei and the liquid. Also n; = 0, but different values will 
be used later to account for the bubble/bubble interactions. In 
the above equation it follows from Eqs. (2) and (3) that 

Rc(y) = 
S0S 

3pU' 
2y(l - CpMs) 

( 8 ) 

Note that Reiy -> yu) -* °°. It follows that the total cavitation 
event rate, E, will be 

£ = 27rrsU(l -CpMsy'My) 
Jo 

^ r N(R)dR 
J Re c(y)MR,y)a + 1/) 

dy (9) 

where /s = 1, but different values will be used to account for 
the observable bubble size effect. 
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Fig. 4 Variation in the minimum pressure coefficient, CPM, on a stream-
ilne for a Schiebe headform with the distance y of that streamiine from 
the surface of the body near the minimum pressure point 
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MINIMUM PRESSURE 
POINT (s = So) (radius of 
curvature of surface = r,̂ ) 

STAGNATION 
POINT 

HEADFORM 
SURFACE 

Fig. 5 Schematic showing a typical annular stream tube upstream of 
the headform and in the neighborhood of the minimum pressure point 

3.1 Boundary Layer Effect. The above analysis ne­
glected the effects which the presence of a boundary layer might 
have on the pressure/time history experienced by a potential 
cavitation nucleus. Several such effects can be envisaged. These 
include the fact that the boundary layer will reduce the volume 
flow rate of fluid traveling close to the headform and thus reduce 
the supply of nuclei. It will also increase the residence time of 
the bubbles in a thin layer very close to the surface, though 
estimates of this effect indicate that it is not a major factor. It 
may also alter the shape of the isobars near the surface. Here 
we will explore only the first of these effects. To do so we 
assume a simple form for the boundary layer profile near the 
minimum pressure point, namely, 

UM 

- 2 for y < 6 

for y a 5 

(10) 

where 6 is the boundary layer thickness. If 62 is the momentum 
thickness, it follows that 62 = 0.1336 and using the modified 
Thwaites method to solve for the laminar boundary layer thick­
ness (Thwaites, 1949, Rott and Crabtree, 1952), we find that 

^ F « 0 . 6 8 ( ^ (11) 

Then, to account for the decrease in volume flow rate due to 
the boundary layer, the expressions (6), (7) , and (9) should 
include values for fi{y) different from unity, namely 

/ i(y) 
+ 1^ for y < 6 

(12) 

for > 6 

with (5 = 5.10(i/r„/Z7)"^ 
It is also true that the boundary layer will affect the shape 

of the isobars and therefore cause some alteration of the expres­
sions (3), (5), and (8); we have not included this effect in the 
present analysis. 

3.2 Bubble Screening Effects. In their study of the po­
tential cavitation of nuclei, Johnson and Hsieh (1966) recog­
nized that the relative motion between a nucleus and the liquid 
might play an important role in determining the number of 
nuclei which enter the region in which the pressure is below 
the vapor pressure. Specifically they recognized that a bubble 
"screening" effect would occur in which the nuclei are forced 
away from the body due to the large pressure gradients normal 
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to the streamUnes in the vicinity of the stagnation point. This 
outward displacement would be larger for the larger bubbles. 
Because one is concerned only with streamlines very close to 
the stagnation streamline and the body surface and because the 
streamline curvature and therefore the pressure gradient normal 
to the streamline is much larger in the vicinity of the stagnation 
point than anywhere else, we may evaluate this screening effect 
by focusing attention on the stagnation point flow alone. In 
order to obtain an estimate of this effect we shall assume that 
the nuclei under consideration (of radius R) are all sufficiently 
small that the Reynolds number of the relative motion is much 
smaller than unity. Then the velocity, 11, of the nucleus in a 
direction normal to the streamline is given by 

2 ^ 

9 /i 
(13) 

where dpidn is the local pressure gradient normal to the stream­
line. Then the total displacement, e, across the streamlines is 
given by 

= \ vdt=\ -^ 
J A JA \q\ 

ds (14) 

where \q\ is the magnitude of the fluid velocity, the coordinate 
s is measured along a streamline, A is a point far upstream and 
B is a location after the large pressure gradients in the vicinity 
of the stagnation point have been experienced. Note that e will, 
of course, differ from streamUne to streamline and will therefore 
be a function of r defined as the radial position of the streamUne 
far upstream of the body (see Fig. 5). Thus 

e(r/r„) 2R 

rn 

'•U_ C 

'H JA 

1 dp U 

9iyr„ J A pU^d{nlr„) \q\ \r„ 

2R^U 

9urH 
^(r/rn) (15) 

where 'L{rlrn) is used to denote the dimensionless integral on 
the previous line. 

Since the stagnation point flow is the same on any blunt 
axisymmetric body it is appropriate to choose to examine the 
stagnation region in the potential flow around a sphere in order 
to evaluate IL^rlrn). This is a non-trivial calculation, and the 
details wiU be omitted here for the sake of brevity. The result 
is the function 2(r / r„) presented in Fig. 6; for convenience 
this can be approximated by the empirical relation 

l.{rlr„) = r(Wr„)> (16) 

where T « 1.69, y >« 0.5. 
Having evaluated the screening displacement it can be ap­

plied to the evaluation of the event rate in the following way. 
A nucleus of radius R which is on the streamline at radius r far 
upstream will, when it reaches the low pressure region, be on 
the streamline which is the following distance, y, from the body 
surface: 

1 

2(1 r ii'2 + -
rsrn 9 

rnU 
Ur/rn) (17) 

Thus the stream tube between y and y + dy will contain all the 
nuclei of radius R which were present in the upstream flow 
between radii r and r + dr (Fig. 5) where 

dy rdr 
•f2(R,y) (18) 

''H ( 1 CpMs) fs^H 
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and 

The bubble growth rate is given approximately by 

^ = U ( -
dt ^ 

CpMj (23) 

where CPM is given by Eq. ( 3 ) . It follows that the maximum 
size reach by a cavitating bubble, /?max, will be given roughly 
by 

R„ 2(-CT - CPM) 

rn C i f , ( l - C ™ s ) " ' 
(24) 

Only those bubbles whose maximum size, R^^a, is greater than 
a certain radius, R^, are regarded as observable cavitation 
events. By solving R^ax ^ RM for y< we have 

y ^ ymMRM/rn) (25) 

where 

/3( ^ I = 1 -
rn 

C ? i ( l CpMs) 

( — cr — CpMs) 
(26 ) 

and yu is given by ( 5 ) . Notice that as RM ^ Q,hiRul^H) -* 1. 
And when 

(^crl — C P 
1 fRA 

2 \ r„ 
Cpi(l CpMs) (27) 

UR,y)=\ + 
2 R 

9\r„ 

THU 
(1 r i"2 ^ P S ' (19) 

where £ ' denotes dl,/d{r/rf,) and r and y are related by Eq. 
( 1 7 ) . Since the liquid flow between y and y + dy is still given 
by the expression ( 6 ) , it follows that the actual nuclei number 
distribution function for the stream tube between y and y + dy 
is Ns(R, y) where 

Np,(R, y) = NiR)/f2(R, y) (20) 

Consequently, the screening effect alters the event rate by intro­
ducing a value toTf2(R,y) different from unity in the expression 
( 9 ) , namely that given by Eq. ( 1 9 ) . 

3.3 Observable Cavitation Bubble Size Effect. Nor­
mally, experimental observation can only detect cavitating bub­
bles when they achieve a certain observable size, say R^, and 
in this section we shall incorporate this "observable cavitation 
bubble size effect" in our analysis. This requires an analysis 
of the maximum size, i?„,ax, achieved by the cavitation bubble. 
To do so we approximate the pressure coefficient near the mini­
mum pressure point by 

Cp — Cp, 
2y{\ - CpMs) , Ch\s .Vol 

rK rH 

fiiRMlrn) = 0, which means that if cr > CTC«I no bubble with 
a size greater than RM will occur. Hence a„t is the threshold 
cavitation number. For example, for CPMS = - 0 . 7 8 and Rulr^ 
= 0.04, a„, is 0.67, which is significantly less than -CPMS = 
0.78. 

3.4 The Effect of Bubble/Bubble Interactions. As a 
bubble grows in the low pressure region, the pressure field close 
to the bubble is altered. Within a certain distance close to the 
growing bubble the pressure perturbation due to bubble growth 
increases the local pressure above the critical pressure at which 
a nuclei will cavitate. Thus, any other nuclei in this volume 
will not cavitate. In this section we explore this bubble/bubble 
interaction effect in more detail. 

To quantify the effect, we need to calculate the liquid volume 
in which the local pressure is larger than the Blake (Blake, 
1949) critical pressure, Pc, 

Pc = Pv 
AS 2 5 

"ipGoR'o, 
(28) 

When a bubble is growing, the pressure perturbation in the 
surrounding liquid is given by 

P{r) - Pm\n R 
(RR + 2 ( / ? ) ' ) (29) 

— CpM + 
c?, .Sol 

rn 
(21) 

where .? is a coordinate measured along a streamline and s = 
SQ is the minimum pressure location and C™ is given by Eq. 
( 3 ) . The value of the constant C^i is about 1.39. It follows that 
the time of residence of the bubble in the region - C p < cr on 
a given streamline distance y from the surface is given by 

2( —cr — CPM) 
to = — rn 

UCpiil - CpMs)"^ 

(22) 

where p^m is the undisturbed liquid pressure. When R > Ro, 
the pressure perturbation can be simplified using the Rayleigh-
Plesset equation and written as 

p(r) 
4R 
T-(Pv 
3 r 

Pniiii 7 (30) 

For another nucleus to cavitate, the local pressure must be 
smaller than the Blake critical pressure. Solving for p{r) < Pc, 
we find the radius of the volume within which another nucleus 
will not cavitate is: 
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^ 4 i-Cp-a) 
r < r : - R 

3 i-Cp - a - a') 

where a' is given by 

1 / 85 

3 XpU'Ra 

85 

6 \pU^Ro 
a + 

85 

pVRo 

(31) 

(32) 

Now, the minimum pressure which a nucleus experiences in 
flow of the type considered here is a function of the streamline 
offset, y, normal to the headform surface. And the bubble size 
at the point where the pressure reaches the minimum pressure 
is approximately half of the maximum bubble size, i?max/2. Thus 
the critical radius is given by 

4 
r, = -

'i{-Cp,^{y) - a - a') 
(33) 

and, only those nuclei outside r = r<, can cavitate. 
It follows that the number of nuclei which will not cavitate 

due to the pressure perturbation surrounding a growing bubble 
is 

r 4 r 3 lR^„ 
" • • = J o 3 l ' ' ^ " l — 

N(Ro)dRo (34) 

In other words, only one nucleus out of 1 + n,- nuclei will 
actually cavitate. Thus, the effective nuclei number density dis­
tribution is given by 

NjR) 
1 + n, 

(35) 

where 

6 r Lx I N(Ro) 
0 

These values produce a nuclei distribution which is similar in 
shape to that of many of the nuclei number distributions which 
have been measured in the Low Turbulence Water Tunnel and 
the High Speed Water Tunnel. We note that the concentration, 
C, of 100 cm"' is also consistent with values obtained by other 
researchers (see, for example, Billet, 1985). When viewing 
the analytical results in Fig. 7, one should remember that the 
cavitation event rates scale almost linearly with concentration 
C and therefore the results for other values of concentration 
C are easily obtained. Furthermore, we shall use a minimum 
observable radius, R^, of 1 mm since this is the limit of the 
electrode instrumentation used to detect the cavitation events 
(see also Ceccio and Brennen, 1992). 

First, we present in Fig. 7 typical results calculated for a 5.08 
cm Schiebe body at a tunnel speed of 9 m/s. The event rates 
are calculated from Eq. (9) using the assumed nuclei concentra­
tion and distribution (Eqs. (1) and (37)). The individual 
changes in the event rate due to four separate effects described 
in Sections 3.1 to 3.4 are shown in the figure, namely the bound­
ary layer flux effect (/ i) , the bubble screening effect (/z), the 
observable bubble size effect (f,) and the bubble/bubble inter­
action effect («i). Note that all these effects can produce sig­
nificant alterations in the event rate, and, together, can account 
for more than an order of magnitude reduction in the event rate 
in the present calculation. Among all the effects, the bubble 
screening effect causes the largest reduction in the event rate. 
At large cavitation numbers, the effect of bubble/bubble inter­
actions causes little or no reduction in the cavitation event rate. 
However, at low cavitation numbers, it causes significant reduc­
tion because the interactions between bubbles are more inten­
sive at low cavitation numbers due to the larger and more nu­
merous bubbles. The boundary layer flow rate effect is more 
pronounced at large cavitation numbers since the boundary layer 
thickness approaches the thickness of the low pressure region 
in which nuclei cavitate. Also note that the observable cavitation 
bubble size effect generates a sharp threshold at a cavitation 
number of about 0.6. 

64 

27 -CpMiy) - a - a' 
dRo (36) 

Note that the effect of bubble interactions, n,, is proportional 
to the cube of the maximum bubble size, iJ^ax, which, in turn, 
is proportional the headform size. This means that, for a small 
model, bubble interactions may not be very important for the 
cavitation event rate. But for a large model, interactions may 
be very important. We do not know that this scaling effect has 
been recognized before. We also note that when «, > 1, it 
follows that 1 -H w, K= rtj, and this implies that, when the bubble 
interactions become large («, > 1), the event rate becomes 
independent of the nuclei concentration. This may help to ex­
plain the fact that, when the nuclei population is sufficiently 
large, quantities like the inception number tend to become inde­
pendent of the nuclei concentration. 

4 Results of the Analytical Model 
In this section we shall evaluate the various effects on the 

cavitation event rate and compare the results of the analytical 
model with the measured cavitation event rates. For this purpose 
we select a particular nuclei number distribution of the form 
given by Eq. (1), namely, 

C = 100 cm"' 

^ = 9.8 Aim 

\ = 0.49 

10' 

10' 

-\ 1 1 
ORIGINAL 
BOUNDARY LAYER 
OBSERVABLE SIZE 
SCREENING 
INTERACTIONS 

(37) 

0.5 0.6 0.7 

CAVITATION NUMBER, o 

Fig. 7 Typical event rates calculated using an assumed but typical nu­
clei distribution for flow around a 5.08 cm Schiebe body at a velocity of 
9 m/s. Original: Basic method not including the additional effects in­
cluded in other lines. Boundary layer: As original but Including the bound­
ary layer flux effect. Observable size: As original but including only "ob­
servable" bubbles larger than 1 mm in radius. Screening: As original 
but including the bubble screening effect. Interactions: As original but 
including the bubble/bubble interaction effect. 
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Fig. 8 Left: A comparison of observed cavitation event rates ( 0 ) on a 
5.08 cm Schiebe body in the LTWT at a speed of 9 m/sec with anticipated 
event rates based on simultaneously measured nuclei distributions. The 
numerical results are plotted as (F) : event rates calculated using inter­
mediate nuclei concentrations, (G) : event rates calculated using the 
largest nuclei concentrations, ( H ) : event rates calculated using the 
smallest nuclei concentrations. 

The effects of the boundary layer flow rate and of bubble 
screening varied slightly with flow velocity and headform scale. 
The effects of bubble/bubble interactions, however, varied sig­
nificantly with headform size since the bubble size increases as 
the headform size increases. As the headform size increases, 
the reduction of the cavitation event rate at low cavitation num­
bers due to bubble/bubble interactions increases with the cube 
of the headform radius. For the values chosen and at a cavitation 
number of a = 0.46 the bubble interaction factor, M; , is 0.9 for 
a headform radius of 2.5 cm. At the same cavitation number, but 
with a headform radius of 25 cm, the bubble/bubble interaction 
factor, «,, is 900, which implies significant reduction in the 
cavitation event rate. Note, however, in practice that the cavita­
tion on the headform transitioned to fully-attached cavitation 
long before bubble/bubble interactions reach that level. 

Figure 8 presents a comparison between the experimentally 
measured event rates and the event rates calculated from the 
analytical model by using the simultaneously measured nuclei 
distributions. Note that the event rates are in rough agreement at 
the larger cavitation numbers but that a progressively increasing 
discrepancy develops as the cavitation number decreases and 
the event rate increases. At the present time the reason for this 
discrepancy is not known Though we make several suggestions 
in the next section. 

The information on event rates can be used to produce cavita­
tion inception numbers simply by selecting a certain event rate 
criterion for inception. In figure 9 we make a qualitative com­
parison between the inception numbers observed in the LCC 
experiments of Kuhn de Chizelle et al. (1992) and those calcu­
lated from the model using an assumed but typical nuclei distri-
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Fig. 8 Right: A comparison of observed cavitation event rates (Ilnes 
with symbols) on a 5.08 cm Schiebe body In the HSWT reproduced from 
Fig. 3 with the anticipated event rates (corresponding lines without sym­
bol) based on simultaneously measured nuclei distributions. The uncer­
tainty in the ordinate is ± 5 percent. 

bution function. Both the observed and calculated CT, are based 
on an arbitrarily chosen critical event rate of 50 events per 
second. Comparing the predicted and measured cavitation in­
ception numbers, we note that the trends with changing head-
form size are consistent. Moreover, the predicted values are 
also close to those observed experimentally. But the change of 
the predicted inception numbers with velocity are the reverse 
of the experiment observations. This is a reflection of the same 
unresolved velocity scaling issue discussed at the end of Section 
2. 

We must conclude that two outstanding issues still remain. 
First the observed event rates at low cavitation numbers are at 
least one order of magnitude smaller than one would predict 
based on the anticipated nuclei distributions. Perhaps only a 
small fraction of the ' 'potential'' nuclei actually do cavitate but 
more detailed study is needed to confirm this. Secondly the 
changes with tunnel velocity cannot be explained at present. 
One suspects that the observed effects may be the result of 
changes in the nuclei population with changes in the tunnel 
operating condition (pressure and velocity). On-line monitoring 
of nuclei content and explorations of how the nuclei content 
changes with operating condition seem essential prerequisites 
for answering the questions posed by this study. Moreover, 
it seems clear that cavitation inception criteria are a natural 
consequence of the event rate variations and that the above 
recommendations are also an essential prerequisite to an under­
standing of inception and the scaling effects of cavitation. 

5 Conclusions 
The present paper describes investigations of the relationship 

between the cavitation nuclei distributions in the incident free 
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Fig. 9 A comparison of cavitation inception numbers observed in the 
scaiing experiments of Kuhn de Cliizelie et al. (1992) (dotted iines) and 
those predicted by the analytical model based on a critical event rate 
of 50 s \ an assumed but typical nuclei distribution and a minimum 
observable bubble radius of 1 mm (solid lines). Data are shown for three 
different speeds. 

bubble interactions at lower cavitation numbers. The other 
issue which remains is that the changes with tunnel velocity 
cannot be fully explained at present. 

With regard to the possibility that only a fraction of the 
counted nuclei actually cavitate, we should note that there is 
some uncertainty regarding the role played by solid particles in 
the present experiments. Though, in theory, the PDA system 
should measure only spherical bubbles, in fact, due to the valida­
tion level settings some solid particles may also be counted. 
These may or may not act as nuclei. On the other hand, the 
validation process may eliminate some bubbles. These uncer­
tainties are, to some extent, resolved by the calibration using 
the holographic measurements, though that calibration was only 
possible for nuclei larger than 18 fim. Therefore some of the 
discrepancies could be caused by the uncertainties associated 
with solid particles. 

When the model for the event rates is used along with some 
chosen criterion in order to predict the cavitation inception num­
ber, the results are consistent with those observed experimen­
tally in so far as the trend with headform size is concerned. The 
trend with velocity is, of course, at odds with the experiments 
because of the discrepancy in the event rate discussed above. 
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stream and the cavitation event rates on an axisymmetric head-
form. The cavitation event rates and the nuclei populations in 
two water tunnels were simultaneously measured. The event 
rates increase with increasing nuclei population and decreasing 
cavitation number as expected. However they decrease with 
increasing tunnel speed even when the nuclei concentrations 
are similar. This is the inverse of what would be expected. 

A simple analytical model is presented for the connection 
between the nuclei distribution and the event rate. The changes 
in the cavitation event rate due to several complicating factors 
are explored; these factors are the reduction of volume flow 
rate by the boundary layer, the bubble screening effect near the 
stagnation point, the interactions between bubbles and the effect 
of a minimum observable cavitation bubble size. Among all 
these effects, bubble screening results in the largest reduction 
in the cavitation event rate. However, the effect of bubble/ 
bubble interactions becomes increasingly important with in­
creasing body size and decreasing cavitation number. Com­
bined, all these effects give rise to a reduction in the event rate 
of an order of magnitude. 

The scaling of the predicted cavitation event rate with body 
size, cavitation number and nuclei population agrees with the 
experimental observations. At larger cavitation numbers, the 
predicted cavitation event rates agree quantitatively with the 
experimental observations in the Low Turbulence Water Tun­
nel and in the High Speed Water Tunnel. However, two out­
standing issues still remain. First the observed event rates at 
lower cavitation numbers are about an order of magnitude 
smaller than one would predict based on the actual nuclei 
distributions. This may be due to the fact that only a fraction 
of the observed nuclei actually cavitate or it may be due to 
some other effect not included in the model. One possible 
effect could be due to the large departure from bubble spheric­
ity; since Kuhn de Chizelle et al. (1995) showed increasing 
departure from sphericity at low cavitation numbers, this might 
contribute to the larger discrepancies under those conditions. 
Other factors might be the increased importance of bubble/ 
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Experimental Investigations of 
Free-Surface Aeration in the 
Developing Flow of Two-
Dimensional Water Jets 
Turbulent water jets discharging into the atmosphere are often characterized by a 
substantial amount of free-surface aeration. The effects can be detrimental or benefi­
cial. In any case, the knowledge of the air entrainment mechanisms is essential for 
an optimum design. New experimental data are presented in the developing flow 
region of two-dimensional water jets discharging into air. The results indicate that 
the air diffusion takes place rapidly downstream of the nozzle and it is nearly indepen­
dent of the momentum transfer process. Further, the distribution of air bubble fre­
quency may be related to the air content distribution by a parabolic relationship. 

The error on the 
than: 

Experiment No. 1: 
Experiment No. 2: 
Experiment No. 3: 

positions {x,y, z} of the probes 

hx Ay 

<1 cm 
<1 cm 
<0.1 mm 

<0.025 mm 
<0.025 mm 
<0.1 mm 

was less 

<1 mm 
<1 mm 
<1 mm 

The error on the discharge measurement was less than 2%. 
The error on the air concentration (void fraction) measure­

ments was estimated as: AC/C = 2% for 5 < C < 95%, AC/ 
C = 0.001/(1 - C) for C > 95%, and AC/C = 0.001/C for 
C < 5%. 

The accuracy of the clear-water velocity data was normally 
estimated as: AWV = 1 % . 

The error on the mean air-water velocity measurements was 
estimated as: AV/V = 5% for 5 < C < 95%. 

The minimum detectable bubble chord length was about 200 
pm in a 2 m/s flow and 80 pva in a 8 m/s jet based upon a 
data acquisition frequency of 10 kHz per channel. 

Introduction 
Turbulent water jets discharging into the atmosphere are often 

characterized by a substantial amount of free-surface aeration. 
Applications include water jets at bottom outlets to dissipate 
energy, jet flows downstream of a spillway ski jump, mixing 
devices in chemical plants and spray devices, water jets for fire-
fighting, jet cutting (e.g., coal mining) and with Pelton turbines. 
A related case is the ventilated cavity flow, observed down­
stream of blunt bodies, on the extrados of foils and turbine 
blades and on spillways (i.e., aeration devices). 

The effects of air entrainment can be detrimental (e.g., loss 
of jet momentum) or beneficial (e.g., mixing enhancement). 
In any case, knowledge of the air entrainment mechanisms is 
essential for an optimum design. Some experimental results are 
available on the free-surface aeration of circular water jets (e.g., 
Heraud, 1966; Ervine and Falvey, 1987; Ruff et al., 1989; Tseng 
et al., 1992) but there is little information on the free-surface 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENOINEERINQ . Manuscript received by the Fluids Engineering Division 
August 29, 1997; revised manuscript received July 6, 1998. Associate Technical 
Editor: M. Sommerfeld. 

aeration of two-dimensional water jets (see review in Chanson, 
1997a). 

The present paper describes new experiments performed with 
two-dimensional water jets discharging into air. Three experi­
mental configurations were used (Fig. 1). It is the purpose of 
the study to present new experimental evidence of the air-water 
flow properties in the developing shear layer immediately down­
stream of the nozzle (i.e., xld„ < 20, where c?„ is the nozzle 
thickness). Altogether the results provide new information on 
the air entrainment mechanisms, the advective diffusion of air 
bubbles, the momentum exchange process and the distributions 
of entrained bubble sizes. Full details of the experimental data 
were reported in Chanson (1995a), Chanson and Toombes 
(1997), and Chanson and Brattberg (1997). 

Experimental Apparatus 

Experimental Channels. Three experimental configura­
tions of two-dimensional water jets were used at the University 
of Queensland (Fig. 1, Table 1). Experiment No. 1 is basically 
a water wall jet (0.03 m thick, 0.5 m wide). Experiment No. 
2 is an air-water free-shear layer at an abrupt drop (Az = 0.13 
m, W = 0.5 m). The third experiment is a vertical free-falling 
jet: it consists of a two-dimensional jet issuing from a 0.012 m 
slot nozzle and discharging downwards. The PVC jet support 
is 0.35 m long. 

The discharge was measured with a Venturi-type device (i.e., 
DalF"^ tube) in experiments No. 1 and No. 2, and with orifice 
meters in experiment No. 3. The error on the discharge measure­
ment was less than 2 percent. 

For experiments Nos. 1 and 2, the vertical probe translation 
was controlled by a fine adjustment travelling mechanism con­
nected to a Mitutoyo™ digimatic scale unit (Ref. No. 572-
503). The error on the vertical position of the probe was less 
than 0.025 mm and the accuracy on the longitudinal position 
of the probe was estimated as Ax < 1 cm. In experiment No. 
3, the displacement of the probes in the direction normal to the 
jet support and along the jet direction were controlled by two 
fine adjustment travelling mechanisms (made in-house) and the 
positions were measured with two Lucas Schaevitz Magnarules 
Plus™ (MRU-012 and MRU-036 in the normal and longitudi­
nal directions, respectively). The error in the longitudinal and 
normal positions of the probes was less than 0.1 mm in each 
direction. 
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Experiment No. 2 

Instrumentation. The air-water flow properties were re­
corded using two types of conductivity probes made at the 
University of Queensland, based on an earlier design (Chanson, 
1995a, Cummings and Chanson, 1997). A single-tip conductiv­
ity probe (inner electrode 0 = 0.35 mm, outer electrode 0 = 

Fig. 1 Sketcii of tiie experiments 

1.42 mm) was used to perform air concentration measurements 
only in experiments Nos. 1 and 2. 

A two-tip conductivity probe was used to record simultane­
ously the air concentration, air-water velocity and bubble fre­
quency in experiment No. 3. Each tip is identical with an inter­
nal concentric electrode ( 0 = 25 [aa., platinum electrode). The 
tip spacing is 8 mm. 

Both conductivity probes were excited by an electronic sys­
tem (air bubble detector Ref. AS25240) designed with a re­
sponse time less than 10 \x&. The measurements were recorded 
with a scan rate ranging from 10 to 20 kHz per channel. 

In addition, clear water jet velocities were measured with a 
Pitot tube (external diameter 0 = 3.3 mm). 

Discussion. At low void fractions, the air-water mixture 
consists of air bubbles surrounded continuously by water. At 
large void fractions, the mixture is predominantly water droplets 
surrounded by air. For void fractions between 0.3 and 0.7, the 
flow is a homogeneous mixture but the air-water flow structures 
are not well understood. In the present study, the writers define 
an air bubble as a volume of air surrounded continuously or 

Nomenclature 

C = air concentration defined as 
the volume of air per unit 
volume of air and water; it 
is also called void fraction 

chab - bubble chord length (m) 
(chah)i-ntan = "lean bubble chord length 

(m) 
D, = turbulent diffusivity (m^/s) 
d = jet thickness (m) measured 

perpendicular to the flow di­
rection 

do = jet thickness (m) at the noz­
zle 

F„h = air bubble frequency (Hz) 
{Fab)max. = maxlmum air bubble fre­

quency (Hz) recorded in a 
cross-section 

F*tfx*dJV„ 
fab = dimensionless bubble frequency:/o6 a = angle between the flow direction 

and the horizontal 
A = error 

Az = drop height (m) 
p = density (kg/m3) 
/Li = dynamic viscosity 

0 = diameter (m) 

g = gravity constant: g = 9.80 m/s^ 
q — volume discharge per unit width 

(mVs) 
t = dimensionless variable 

u = dimensionless variable 
V = velocity (m/s) 
V„ = mean flow velocity (m/s) at nozzle 
W = channel width (m) 
X = longitudinal coordinate (m) 
X = distance along the flow direction 

(m) 
y = distance (m) measured normal to 

the flow direction 

Subscripts 
w = water flow 
o = nozzle flow conditions 
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Table 1 Experimental flow conditions 

Ref. 
(1) 

Experiment No. 

Experiment No. 

Experiment No. 

](a) 

2(bJ 

3(0 

Slope a 
(deg.) 

(2) 

4.0 

0 

89 

Deflector and nozzle geometry 
(3) 

Elliptical convergent (10:1 contraction 
in flow thiclcness and 2.2:1 in jet 
width). 

Elliptical convergent (10:1 contraction 
in flow thickness and 2.2:1 in jet 
width). 

S-shaped convergent (12.5:1 jet 
thickness contraction followed by a 
50 mm straight section). 

Nbof 
Exp. 
(4) 

1 

1 

7 

V, (m/s) 
(5) 

5.0 

5 

1.4 to 7.9 

d„ (m) 
(6) 

0.03 

0.03 

0.012 

Comments 
(7) 

Wall jet issued from a smooth 
convergent nozzle. W = 0.5 
m. Single-tip conductivity 
probe. 

Nappe flow at an abrupt drop 
(Az = 0.131 m). W = 0.5 m. 
Single-tip conductivity probe 
scanned at 8 kHz (for 150 s). 

Vertical free-falling jet. W = 
0.269 m. Double-tip 
conductivity probe scanned at 
10 kHz (per channel). 

Notes: d„, V„: initial nozzle thickness and flow velocity; slope: streamline angle with horizontal at nozzle. 
'"': data reported in Chanson (1995); "'': data reported in Chanson and Toombes (1997); ''' data reported in Chanson and Brattberg (1997). 

not by water interfaces. Practically it is an air entity detected 
by the leading tip of the probe between two consecutive air-
water interface events. 

Further, the bubble frequency, at a given position {x, y] is 
defined as the number of air bubbles detected by the leading 
tip of the conductivity probe per unit time. 

Experimental Results 

Free-Surface Aeration. For all investigated flow condi­
tions (Table 1), substantial free-surface aeration was always 
observed immediately downstream of the nozzle (Figs. 2 to 4) . 
Figures 2 to 4 present typical distributions of air concentration 
C, dimensionless velocity V/V^ and dimensionless bubble fre­
quency/„j = Fab*^x*da/Vo, where x is the distance from the 
nozzle in the flow direction, y is the distance normal to the jet 
support, V is the mean air-water velocity, K is the nozzle veloc­
ity, da is the jet thickness at the nozzle and Fab is the air bubble 
frequency.' Note on Fig. 3 that the upper free-surface of the 
nappe is not a free-shear layer. The upper nappe entrainment 
process was analyzed and discussed elsewhere (Chanson, 
1989). 

' The air bubble frequency is defined as the number of air bubbles detected by 
the probe leading tip per second. 

y'i. 

d„ = 0.03 m 

v . = 5 m/s 

C(x=0.05ra) 
C(x=0,15m) 
C(x=0.5m) 
C (x=l m) 

- Theory C (0.15 m) 
Theory C (0.5 m) 
Theory C (1 m) 

Fig. 2 Air concentration distributions (Experiment No. 1, /<, = 5 m/s, 
do = 0.03 m), comparison with Eq. (1). Uncertainty estimates vert, axis 
yido: error = 0.003 (or 0.3%); horiz. axis C: error = 2%j VIVo error = 
5%. 

In all the experiments, the air concentration distributions fol­
low closely a solution of the diffusion equation: 

(1) 

where D, is the turbulent diffusivity, assumed independent of 
the transverse direction y and the function erf is defined as: 

erf (M) = M)= J=*f 
VTT •'O 

exp(-f^)*<if (2) 

Equation (1) was developed and validated for two-dimen­
sional free-shear layers by Chanson (1989, 1995). The above 
result (Eq. (1)) may be extended to the developing flow region 
of a two-dimensional water jet discharging into the atmosphere. 
Note that Eq. (1) is not valid when the jet core becomes aerated. 

Velocity Distribution, Distributions of mean air-water ve­
locity and bubble frequency for experiment No. 3 are presented 
in Fig. 4. In the near-flow field (i.e., xld„ < 17), the transfer 
of momentum from the water jet to the air is negligible and the 
air-water velocity is not affected by the advective diffusion of 
air bubbles (Fig. 4) . For the free-falling jet experiments, the 
free-stream velocity satisfied the Bernoulli equation: 

y=Vo-*Jl +'^*sy, jpj. c<o.99 and xld,<\l (3) 

Note that the developing boundary layer along the jet support 
was small and could not be detected with the instrumentation. 

Brink depth: 4 3 0.0366 m 

A 

• 
0 

0 

A 

0 

X = 0 

X = 0.02 m 

x = 0.1m 

X = 0.2 m 

X = 0.3 m 

Theory 

o y a?. 

Fig. 3 Air concentration distributions (Experiment No. 2, I / , = 5 m/s), 
comparison with Eq. (1). Uncertainty estimates vert, axis yidb: error = 
0.0017 (or 0.17%); horz. axis C: error = 2%. 
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Fig. 5 Dimensionless bubble frequency fei, = FiJx'dJVo as a function 
of the air content (Experiment No. 3) comparison with Eq. (4). Uncer­
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Fig. 4 Air-water flow characteristics in the free-falling jet (Experiment 
No. 3, l/o = 3.75 m/s, do = 0.012 m): distributions of air concentration C, 
dimensionless meanair-water velocity V/V„ and dimensionless bubble 
frequency f^t = FtJx*dolVc- Uncertainty estimates horz. axis yld^: error 
= 0.00033 (or 0.033%) vert, axis C: error = 2%; Vivo error = 5%; fab 
error = 0 (no error on bubble count) 

That is, the boundary layer thickness was less than 3.5 mm at 
jc = 0.2 m for V„ ranging from 1.4 to 7.9 m/s. 

Bubble Frequency. The air bubble frequency distributions 
exhibit a characteristic shape at each cross-section (Fig. 5) . A 
maximum {Fab)mia is observed at about 50 percent air content 

and the bubble frequency tends to zero at very-low and very-
large air contents. Overall the dimensionless air bubble fre­
quency distributions are best correlated by a parabolic function: 

{Fab)n 
1 - 4*(C - 0.5)^ ( 4 ) 

For the experiments, the dimensionless maximum bubble fre­
quency iiF„i,)mm*^X*dJV„) was observed to be independent 
of the jet velocity and distance from the nozzle. Hence Eq. (4) 
may be rewritten as: 

/„, = 1.242*(1 - 4 * ( C - 0.5)') 

for p„*^^^^> 1.5E + 5 (5) 

where /„,, is the dimensionless bubble frequency: /„,, = 
F„h*^x*d„/V„. For p,,*V„*x/fi„ < 1.5E + 5, the coefficient 
of proportionality differs from 1.242 but the bubble frequency 
distributions follow closely the parabolic shape (i.e., Eq. (4)) . 

It is worth noting that the same observation (i.e., Eq. (4)) 
was obtained in fully-developed supercritical flows (Chanson, 
1997b), suggesting that the air-water flow structure might be 
similar. 

Chord Length Distributions. Bubble chord length distri­
butions were recorded using the double-tip conductivity probe 
in experiment No. 3. The data give some information on the 
characteristic sizes of air bubbles, air pockets, foam bubbles, 
bubbles in water projections, and air volumes between water 
projections. The results (Fig. 6) are presented in the form of 
cumulative bubble chord length distributions, at various posi­
tions from the nozzle and for various nozzle velocities V„. Note 
that each figure presents the cumulative probability of all the 
points for 0 < C < 0.90 at a fixed distance x and, in each 
figure, the histogram columns represent the probability of a 
bubble chord length in 0.5 mm intervals: e.g., the probability 
of a chord length from 2.0 to 2.5 mm is represented by the 
column labelled 2.5. The last column (i.e., 1()0 mm) indicates 
the probabiUty of bubble chord lengths larger than 100 mm. 
The results (Fig. 6) show the broad spectrum of bubble chord 
lengths observed at each cross-section: i.e., from less than 0.5 
mm to larger than 100 mm. This is observed both in the low 
air-content region (C < 0.5) and in the high air-content region 
(0.5 < C < 0.9). In both regions, the distributions are skewed 
with a preponderance of small bubble sizes relative to the mean. 
The probability of bubble chord lengths is the largest for bubble 
sizes between 0 and 1.5 mm for C < 50 percent and between 
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Fig. 6(c) Vo = 4.80 m/s, do = 0.012 m, x = 0.10 m - chord length 
interval: 0.5 mm 

0 and 2.0 mm for 0.5 < C < 0.9. It is worth noting the large 
amount of bubbles larger than 100 mm. These may be large 
air packets and air volumes surrounding water structures (e.g. 
droplets). 

For Vo = 3.75 m/s, measurements performed at various dis­
tances from the nozzle suggest that most entrained air bubbles 
have small sizes close to the nozzle {x < 0.1 m), and that the 
distributions of chord length are redistributed toward larger 
sizes further downstream. Note, in any case, the significant 
amount of large chord length bubbles {chat > 100 mm). 

Discussion 

Air Bubble Diffusion. With two-dimensional water jets, 
the advective diffusion of entrained air bubbles (i.e., Eq. (1)) 
has been observed with several configurations (see review in 
Chanson, 1997a, Figs. 2 to 4 in this paper). For all the new 
experiments, the authors estimated the turbulent diffusivity D,, 
satisfying Eq. (1), from the best fit of the data (Table 2). It 
must be emphasized that the reported values are based on the 
crude assumption of D, being independent of the transverse 
direction y. 

Figure 7 presents the dimensionless diffusivity Di/(Vo*d„) 
as a function of the Reynolds number p„*Va* dj)i„, where K 
and d„ are the characteristics jet velocity and thickness, respec­
tively. The results, presented with logarithmic scales, indicate 
some scatter suggesting that the Reynolds number might not be 
the only relevant parameter. Nevertheless, the order of magni­
tude of the results is consistent with other types of air-water 
shear flows (see Chanson, 1997a, pp. 216-223). Although the 
three different experimental geometries (wall jet, free shear 
layer, free-falling jet) are expected to have different momentum 
transfer characteristics, the close results of diffusivity coeffi­
cients suggest that the air diffusion process is little affected by 
the geometry and the momentum transfer process. 

Note that the data of experiment No. 3 might suggest an 
increase in dimensionless diffusivity with increasing Reynolds 
numbers. It is beUeved that the trend is related to the modifica­
tion of inflow turbulence with increasing discharge and it is 
atypical. Experiments Nos. 1 and 2 had both a long smooth-
convergent section while the convergent section was very short 
(i.e., less than 0.2 m) in experiment 3. 

Characteristic Bubble Sizes. For any bubble size shape, 
bubble size distribution and chord length distribution, the mean 
chord length size (i.e., number mean size) is related to the air 
content, velocity and bubble frequency by: 

V ^ ''•ah Jmean 
cv (6) 

Pr(Ch.t) 

Equation (6) is mathematically true in bubbly flows (i.e., air 
bubbles surrounded continuously by water). At the air-water 
interfaces of high-velocity water jets, Equation (6) is not exactly 
correct but it still gives an order of magnitude of a characteristic 
mean bubble size. 

Equations ( l ) , ( 3 ) , ( 4 ) , a n d ( 6 ) may be combined to deduce 
the distributions of mean bubble size in the air-water shear flow. 
For C < 50 percent, the mean bubble size (Eq. (6)) is a constant 
and the order of magnitude is about: (c/!„i)mcat, ~ 1 cm. For C 
> 0.5, Eq. (6) predicts a drastic increase of mean chord length 
with distance from the jet support (or jet centreline) which is 
consistent with the chord length distribution data. 

Conclusion 

New experiments have been performed with three types of 
7.88 m/s, do = 0.012 m, x = 0.10 m - chord length two-dimensional water jets discharging into air: a wall jet 

flow, a free shear layer, and a free-falling jet. In each experi­
ment, the distributions of air concentrations follow closely a 

Fig. 6 Cumulative bubble chord length distributions solution of the diffusion equation (Eq. (1)) and the estimated 
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x>!0,10m 
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Table 2 Air bubble diffusion properties in two-dimensional water jets discharging into air 

Ref. 
(1) 

Chanson (1988)<°' 

Low (1986)'" 

Present study 
Experiment No. 1 

Experiment No. 2 

Experiment No. 3 

Run 
(2) 

860-1 
860-2 
870-1 
870-2 
871-1 
871-2 
872-1 
872-2 
873-1 
873-2 
874-1 
874-2 
1050 
1051 
880-1 
880-2 

A7 
A8 
A9 
AlO 
A l l 

Run P5 

Q75_St2CL 

FJ-2-100 
FJ-3-100 
FJ-4-100 
FJ-5-100 
FJ-6-100 
FJ-7-100 
FJ-8-100 

V„m/s 
(3) 

10.71 
10.71 
10.65 
10.65 
9.54 
9.54 

12.01 
12.01 
8.72 
8.72 
7.00 
7.00 
7.56 

10.56 
6.21 
6.21 

4.61 
5.19 
5.71 
6.64 
8.36 

5.00 

4.10 

1.43 
2.65 
3.75 
4.80 
5.83 
6.86 
7.88 

d„ m 
(4) 

0.020 
0.020 
0.032 
0.032 
0.032 
0.032 
0.033 
0.033 
0.031 
0.031 
0.030 
0.030 
0.035 
0.035 
0.069 
0.069 

0.046 
0.047 
0.053 
0.057 
0.056 

0.030 

0.037 

0.012 
0.012 
0.012 
0.012 
0.012 
0.012 
0.012 

D, mVs 
(5) 

1.41E-3 
1.55E-3 
2.17E-3 
1.42E-3 
1.50E-3 
1.04E-3 
2.81E-3 
1.71E-3 
7.29E-4 
8.04E-4 
4.52E-4 
4.21E-4 
7.56E-4 
1.70E-3 
3.58E-4 
3.36E-4 

5.58E-4 
4.86E-4 
9.99E-4 
2.93E-3 
1.63E-3 

9.17E-4 

2.56E-3 

2.65E-5 
1.06E-4 
2.70E-4 
4.49E-4 
5.03E-4 
8.09E-4 
8.96E-4 

D, 

VMo 
(6) 

6.58E-3 
7.24E-3 
6.37E-3 
4.17E-3 
4.91E-3 
3.41E-3 
7.09E-3 
4.31E-3 
2.70E-3 
2.97E-3 
2.15E-3 
2.00E-3 
2.86E-3 
4.60E-3 
8.35E-4 
7.84E-4 

2.63E-3 
1.99E-3 
3.30E-3 
7.74E-3 
3.48E-3 

6.11E-3 

1.69E-2 

1.54E-3 
3.33E-3 
6.00E-3 
7.80E-3 
7.19E-3 
9.83E-3 
9.48E-3 

Xm 
(7) 

0.093 
0.093 
0.199 
0.199 
0.173 
0.173 
0.199 
0.199 
0.146 
0.146 
0.15 
0.15 
0.153 
0.391 
0.156 
0.156 

0.288 
0.327 
0.342 
0.44 
0.349 

0.15 

0.2 

0.1 
0.1 
0,1 
0,1 
0.1 
0.1 
0.1 

Notes: X: considered interval (i.e., 0 < x < X); (') data reanalyzed by Chanson (1997a). 

D/(V„*d,) 
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Fig. 7 Dimensionless diffusivity D,/(Vid„) as a function of the Reynoids 
number p„*V„*dJiJi„ (Table 2) 

turbulent diffusivity coefficients are of a similar order of mag­
nitude. In experiment No. 3, the velocity and bubble frequency 
distributions were recorded also. Bubble chord length data 
show a wide range of entrained bubble sizes (from 0 to over 
100 mm chord length). The relationship between the void 
fraction and the bubble frequency is a parabolic law (Eq. 
(4) ) , identical to that observed in self-aerated open channel 
flows. 

Further experiments are necessary to extend the range 
of flow conditions as well as to investigate the interaction 

between the momentum shear flow and the air diffusion 
process. 
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Instability of Taylor Vortex and 
Nonaxisymmetric Modes in 
Flow Between Rotating 
Porous Cylinders 
A numerical solution of linear differential equations governing the instability of 
Taylor vortex and nonaxisymmetric modes inflow between rotating porous cylinders 
is present. Solutions take into account the presence of a radial flow between the two 
rotating cylinders. The critical Reynolds number and corresponding critical axial 
and azimuthal wavenumber are shown for different values of radius ratio, ratio of 
angular velocities of the inner and outer cylinders. The results show that not only 
the critical Reynolds number but the oscillatory onset mode of nonaxisymmetric 
disturbances can be altered when a radial flow is superimposed on the circular 
Couette flow. The weak inward flow has a destahlizing effect for wide-gap, corotating 
system of positive and large p, (ratio of angular velocities $7; and f22J, and the weak 
outward flow has a destablizing effect for small gap, co-rotating system and all 
counter-rotating .system. The most unstable mode of instability depends not only on 
the angular speed ratio of both cylinders but also the strength of radial flow. 

Introduction 
The stability of a viscous flow between two concentric rotat­

ing cylinders is of both academic and engineering application 
interest. Taylor (1923) considered the stability problem both 
theoretically and experimentally and obtained a perfectly good 
agreement. He got a criterion for the onset of a secondary mo­
tion in the form of cellular toroidal vortices spaced more or less 
regularly along the axis of the cylinder. Later workers (DiPrima, 
1955; Chandrasekhar, 1961; Meksyn, 1961; Duty and Reid, 
1964; DiPrima and Swinney, 1985) used different approaches 
to solve this problem for // (ratio of the angular velocities of 
the two cylinders) very negative and large. They all solved this 
problem for axisymmetric disturbances with small-gap assump­
tion, where the mean flow can be replaced by its average value. 
Krueger et al. (1966) considered the fully linear Taylor problem 
for negative p, and found that in narrow-gap approximation, 
when p is less than -0.78, the most unstable disturbance is no 
longer axisymmetric but nonaxisymmetric. As p decreases be­
low this value the most unstable mode changes from m (azi­
muthal wavenumber) = 0 to m = 1, but then takes a higher 
values in rapid succession. This phenomenon has already been 
found experimentally by Coles (1965) and Snyder (1968). 
Nonaxisymmetric disturbances usually corresponding to un­
steady onset shows a very different feature from steady onset, 
which is well assumed in instability problems of the closed 
type, i.e., Taylor problem and Benard problem. Perturbation 
growth rates (cr) are usually assumed to be zero in the formula­
tion of the two problems, but a is actually not zero for unsteady 
onset. This makes the problem more complicated and difficult 
to solve. 

Another interesting problem in this case is the effects of an 
additional flow on the stability of a viscous flow between two 
rotating cylinders. For example, Chandrasekhar (1960), Di­
Prima (1960), Chung and Astill (1977), and Babcock et al. 
(1991) showed that an axial flow in the annulus stabilizes the 

Contributed by the Fluids Engineering Divi.sion for publication in tlie JOURNAL, 
OF FLUIDS ENGINEERING . Manuscript received by the Fluids Engineering Division 
September 22, 1997; revised manuscript received July 6, 1998. Associate Techni­
cal Editor: J. A. C. Humphrey. 

circular Couette flow. At the same time, the stability problem 
for viscous flow between porous cylinders with a radial flow 
also has been widely investigated. Chang and Sartory (1967, 
1969), Min and Lueptow (1994), Kolyshkin and Vaillancourt 
(1997) predicted that inward radial velocity and strong outward 
velocity stabilize the flow, while weak outward velocity destabi­
lizes the flow. Bahl (1970) made the narrow-gap approximation 
and concluded that an radially inward velocity stabilizes the 
flow, while an radially outward velocity destabilizes the flow. 
Similar type of flow occurs during the dynamic filtration process 
in biotechnology. By using a rotating inner porous cylinder and 
stationary nonporous outer cylinder, as a suspension of fluid 
and particles moves axially between the cylinders, the filtrate 
passes radially through the wall of the inner cylinder and the 
concentrate is collected at the exit end of the annulus, opposite 
to the entrance end (BCroner et al., 1987; Wronski et al., 1989). 
The porous cylinders in this paper can be treated as a rotating 
shear filter in which the suspension is filled from outer porous 
wall and filtrate is collected inside the inner porous wall. 

So far the combination of Taylor problem and radial flow 
has not yet been solved theoretically for nonaxisymmetric dis­
turbance. This may be important in biotechnology. Nonaxisym­
metric onset may cause the different washing effect, and quite 
different effect in preventing plugging. The authors tried to 
understand the change of instability mode due to radial velocity 
variation by using a completely linear stability analysis with 
arbitrary gap width, in which three-dimensional disturbances of 
both stationary and oscillatory modes are considered. First, we 
compare the calculated results with those of previous studies 
for axisymmetric modes, with radial velocity control to confirm 
the computer code. Then the nonaxisymmetric mode shifts oc-
cuning in Taylor vortex flow are examined for different values 
of radial velocity. The results show general stability characteris­
tics and the nature of nonaxisymmetric modes, as well as the 
corresponding travelling waves in the azimuthal direction. 

Problem Formulation and Method of Solution 
Let r, 9, z denote the usual cylindrical coordinates, and let 

be the components of velocity in the positive r-, 0-, z-
directions, respectively. We consider an incompressible viscous 
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Table 1 Comparison the results of present study (A) and those of Krueger et al. (1966, B) for Taylor problem a = 0 

V 

0.95 

0.90 
0.80 
0.70 
0.60 
0.50 
0.20 

^i 

0 
-1.0 
-1.5 
-2.0 
-1.0 
-1.0 
-1.0 
-1.0 
-.75 
-.10 

m 

0 
4 
6 
7 
3 
2 
2 
2 
1 
0 

c 

A 

3.127 
3.680 
4.003 
4.484 
3.722 
3.835 
3.985 
4.458 
5.868 
4.250 

!c 

B 

3.128 
3.680 
4.002 
4.483 
3.721 
3.835 
3.984 
4.456 

Ta* ' 

A 

3509.71 
20067.9 
45289.8 
91234.8 
23855.6 
36750.8 
60085,0 
113959 
131587 
82090.3 

B 

3509.9 
20072 
45307 
91298 
23861 
36767 
60099 
114043 

A 

0.000 
23.358 
43.622 
64.163 
26.897 
33.008 
48.474 
72.649 
51.945 
0.000 

Cf 

8 

0.000 
23.358 
43.616 
64.147 
26.896 
33.009 
48.472 
72.626 

Table 2 Comparison of the results of the present study (A) and those of Donnelly et al. (1965, C), Chung et al. (1977, 
D), Min et al. (1994, E), for Taylor problem ffi = 0, a = 0, /«, = 0 

V 

0.95 
0.90 
0.85 
0.75 
0.50 

A 

184.99 
131.61 
108.31 
85.78 
68.186 

C 

184.98 
131.61 
108.31 
85.78 
68.186 

Ta, 

D 

184.99 
— 
— 

85.78 
68.189 

E 

184.99 
131.62 
108.32 
85.78 
68.188 

A 

3.128 
3.129 
3.130 
3.135 
3.163 

0 

C 

3.128 
3.129 
3.130 
3.136 
3.163 

Ic 

D 

3.128 
— 
— 

3.135 
3.151 

E 

3.128 
3.129 
3.131 
3.135 
3.162 

fluid in the absence of a body force which contained within 
two infinite long cylinders, both cylinders are made of porous 
material, with the z-axis as their common axis. If we let rj, 2̂ 
and ^1 ,02 denote the radii and angular velocities of the inner 
and outer cylinders, respectively, the flow is driven not only by 
the rotation but also the radial velocity between the two cylin­
ders. The Navier-Stokes equations and continuity equation 
admit a steady solution in terms of the velocities: 

Mr = av/r, Me = Ar"*' -I- B/r, u^ = 0 (1) 

here a = Uxr^lv is the radial Reynolds number, where MI denotes 
the radial velocity through the inner porous cylinder, with a 
positive value stands for a outward velocity from the center of 
cylinder. And since (dp/dr = -p(ur(dur/dr) — (uj/r)), we 
can substitute (dp/dr) into perturbed momentum equation in 
r-direction and need not calculate ;7(r) directly. The constants 
are 

A = 
-n,r)\l -At/??') 

r j ( l - 7]"*^) 
B = 

n , r ? ( l - fxr,") 

1 
r 

(2) 

where /j, is the ratio of the angular velocities and rj is the ratio 
of the radii, and a = —2 is a avoiding point. 

To study the stability, following the deviation of Krueger et 
al. (1966), of this flow we superpose a general disturbance on 
the basic solution, substitute in the equations of motion, continu­
ity equation and neglect the high order terms. Since the coeffi­
cients in the resultant disturbance equations depend only on r, 
it is possible to seek solutions for velocities, pressure perturba­
tions u'r, u'g, u[, p' of thc form below to obtain the ordinary 
differential equations 

{ M ' , u'e, u[} 

= rfifii {u{x), v{x), w{x)] exp[i(a;f + md + \z)] 

p' = pvUipix) exp[i(wf + mB + \z)] (3) 

where x = (r - r,)/(r2 - ^i). 
It is noted that m must be an integer for the reason the 

azimuthal wave must be countable and the X must be real for 
the solution must be bounded at z -> ±<», while the parameter 
u) is in general complex. 

If we replace the pressure term rcix) by introducing a new 
variable X(x) defined by 

TTix) = D*u(x) - Xix) (4) 

where 

N o m e n c l a t u r e 

a = nondimensional axial wave-
number 

A, A* = basic velocity parameter 
B, B* = basic velocity parameter 

di = gap between the two cylin­
ders 

D, D* = differential symbols 
F, G, H = some functional forms 

m = azimuthal wavenumber 
M = parameter for calculation 
N = temperature parameter 
p = pressure perturbation 

r, 0, z = cylindrical coordinates 
Vi, r2 = radii of the inner and outer 

cylinders, respectively 
w = perturbation growth rate 
f = time 

Ta = Reynolds number 
MI = radial velocity through the 

wall of inner porous cylinder 
Ur, ug, M; = velocity perturbations 

a = radial Reynolds number 
6 = ratio of gap to inner radius 
V = rjr2 

X. = axial wavenumber 
/J, = Qz/^i 
V = kinematic viscosity 
•K = pressure parameter 
£, = nondimensional radial distance 
p = density of the fluid 
a = nondimensional growth rate 

ffr, a I = real and imaginary parts of a 
f2i, f22 = angular velocities of the inner 

and outer cylinders, respec­
tively 

n* = nondimensional angular veloc­
ity 
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Table 3 The critical value Tuc and corresponding values 
of ffi, a„ and -ff^ for assigned values of rj, /u., and a 

r] fj, a m Uc Ta^ -a. 

0.95 

0.85 

0.75 

« 4 -
o 
S 

-1.00 

-1.00 

-1.00 

-10 
- 8 
- 6 
- 1 

1 
4 
8 

10 
- 8 
- 6 
- 3 

1 
3 
5 
7 

10 
- 1 

4 
8 

5 
5 
5 
4 
4 
4 
3 
3 
4 
3 
3 
3 
2 
2 
1 
0 
2 
1 
0 

3.90 
3.86 
3.82 
3.70 
3.66 
3.62 
3.55 
3.52 
5.20 
4.34 
4.04 
3.80 
3.62 
3.53 
3.42 
3.26 
4.02 
3.59 
3.28 

378.40 
361.59 
346.00 
311.20 
298.39 
281.05 
260.61 
250.90 
368.03 
309.33 
241.25 
182.00 
159.53 
142.33 
127.91 
111.40 
198.88 
109.97 
83.29 

34.372 
32.757 
31.290 
23.910 
22.832 
21.426 
15.485 
14.817 
80.826 
57.758 
43.326 
32.227 
20.803 
18.305 
8.525 
0.000 

48.099 
13.963 
0.000 

D a a a p a 77 0.95 
- 1 . 0 

(Ml 

D 

—1 1 1 \ 1 1 1 ? ° ? ° ? ° ? 
-50 -40 -30 -20 -10 0 10 20 30 40 50 60 

RADIAL REYNOLDS NO. (a) 

Fig. 1 The most unstable modes (m) for variation of radial Reynolds 
number (a) for 17 = 0.95, ;n = -1.0 

•K{X) = —p{x) 

V 

r = ri + xdu D = didx, D* = d/dx + ^(x), 

C(x) = 5/(1 + & ) , 6 = di/ri, di = r2-ri (5) 
In order to get the sets of ODE's, it is convenient to let Y = 

D*v(x), Z = Dw(x), and make use of continuity equation to 
replace D*u, we obtain the following system of six first-order 
equations 

Du = —im£,(x)v - iaw - ^{x)u 

Dv = Y - ^(x)v 

Dw = Z 

DX = M(x)u + 2[«m?'(;t:) - Ta n*]v 

— 2a^^(x)u — ima$,^(x)v — iaa^(x)w 

DY = [M{x) + m'C(x)]v - im^(x)X + ma^(x)w 

+ a^(x)Y- [lim^Hx) - (a + 2) TaA*/^"]M 

DZ = [M(x) + a^]w - iaX + am^(x)v 

+ a^ix)Z - ^(x)Z 

where 

M(x) = a^ + m^^^ix) + i[a + m Ta H*] 

n* = A*/^''ix) + B*C{x), 

(6) 

(7) 

(8) 

(9) 

(10) 

(11) 

a = \di, a - uidj/v, Ta = 
Qiridi 

(12) 

The parameters presented above Ta, a, a and a are rotational 
Reynolds number, axial wavenumber, radial Reynolds number, 
and perturbation growth rate, respectively. 

The boundary conditions are 

D = w = 0 at X = 0 and x = 1 (13) 

The eigenvalue problem formed by ( 6 ) - ( 1 1 ) together with 
boundary condition (13) can be of the form 

Fill, 77, m, a, a, a, Ta) = 0 (14) 

The marginal state is characterized by tr,, the imaginary part 
of a, equal to zero. In this nonaxisymmetric case, the exchange 
of stability, i.e., a is assumed to be identically zero, cannot be 
assured to be a priori, since the oscillatory mode is its nature 
for nonzero azimuthal waves. Hence not only a is complex, but 
all the variables M, u, w . . . are also complex. This makes the 
problem ( 6 ) - ( l l ) change to a set of 12 first-order ODE's with 
the same boundary condition (13) to another form 

G(/z, 77, m, a, Or, a, Ta) = 0, 

//(/x, 77, m, a, Or, a, Ta) = 0, (15) 

1.08 
0 

0 
II 
8 

(Ti 
H 

\ 
0 

a 

1.07 -
1.06 1 

1.05 -
1.04 -

1.03 -; 
1.02 -
1.01 -̂  

1.00 -
0.99 

- 3 - 2 - 1 0 1 2 3 

RADIAL REYNOLDS NO. ( a ) 

Fig, 2 The variation of critical Reynolds number (Tad for various rj with ix = 0.4 
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7} = 0.90 
V = 0.85 
77 = 0.80 
V = 0.75 

5-5-5-4-4-4-4-4-4-4-4-4-3-3-3 
4-4-3-3-3-3-3-3-3-8-2-3-2-1-0 
3-3-3-3-3-3-2-2-2-2-1-1-0-0-0 
3-3-3-3-8-2-2-2-2-1-1-0-0-0-0 
3-3-3-2-2-2-2-2-1-1-0-0-0-0-0 
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R a d i a l R e y n o l d s N o . 

Fig. 3 Relationship associated with critical Reynolds number (Ta^) and 
radial Reynolds number {a) for fi - -1.0 

where G and H are real-valued functionals with a^ (real part 
of cr) to be determined. For given value of fx, and a, we seek 
for the minimum real positive Ta over real a and integer m fe 
0, for which there exists a solution for (15) with a^ not equal 
to zero. The value of Ta to be solved is the critical Reynolds 
number Ta^ for assigned parameters stated above, the distur­
bances then are determined by the corresponding values â  and 
m, which are called critical axial and azimuthal wave numbers, 
respectively. 

The eigenvalue problem (15) can be solved as Walowit et 
al. (1964) via a Galerkin method. Here we solve the two-point 
eigenvalue problem by a shooting technique, which makes the 
problem an initial-value problem, together with a unit-distur­
bance method. This method has been widely used by, for exam­
ple, DiPrima (1960), Harris and Reid (1964), Krueger et al. 
(1966), Soundalgekar et al. (1990), Min and Lueptow (1994), 
and Kong and Liu (1994) for similar hydrodynamic stabiUty 
problems. Procedures of Krueger et al. and Min et al. are pre­
ferred here so as to see the details. A faster convergence of the 
iteration, which determines the critical Reynolds number, cr, and 
corresponding axial wave number a^, is obtained by utilizing a 
hybrid algorithm developed by Powell (1970) on the basis of 
a modified Newton-Raphson scheme, as well as the steepest-
descent iteration instead of bivariate used by Krueger et al. 

disturbances of higher modes prefer strong inward velocity. In 
fact, our results show that at r? = 0.95, if /U s -0.80, the most 
unstable disturbances are indeed nonaxisymmetric ones, and the 
modes depend upon the ix, 77, and a. Similar phenomenon can 
be found in the research for radial temperature gradient acts on 
the region between two coaxial cylinders by Kong and Liu 
(1994). 

Since the research by Min and Lueptow (1994), Kolyshkin 
and Vaillancourt (1997) are all focused on the instability arising 
from counter-rotating mechanism, we will extend their results 
by adding the corotating effects here. In Fig. 2, we can find for 
small gap cases (e.g., rj = 0.95, 0.85) with positive and large 
ft (we take fj, = 0.4 here), the first instabilities still appear in 
a > 0, but for wide gap ones, the lowest Taylor numbers appear 
in a < 0, and we have verified that all modes appear in this 
range are all axisymmetric. In Fig. 3, for /LI = — 1, we change 
the gap sizes from 77 = 0.75 ~ 0.95, the radial inward flows 
cannot destabihze the flow field any more, then we can conclude 
that the weak inward flow has a destabilizing effect for wide-
gap, corotating system of positive and large /.i, and the weak 
outward flow has a destabilizing effect for small gap, corotating 
system and all counter-rotating system. 

As our earlier concept: in the absence of radial velocity, the 
critical Reynolds number of the flow field is inversely propor­
tional to the gap width. But since the radial velocity is present, 
the smallest Reynolds numbers may not be wide gap ones. In 
Fig. 3, we can find that the inward velocity enhances the critical 
Reynolds numbers for all gap sizes, but as the rj decreases, the 
effect increases rapidly. Therefore, on the influence of inward 
flow, the wide gap cases may show higher critical Reynolds 
numbers than small gap ones. From the results obtained by Min 
and Lueptow, Kolyshkin and Vaillancourt, the strong outward 
flow has the stabilized effect, too. And the same phenomenon 
may occur in large, positive a. If we check Fig. 3 for a = 0, 
the onset modes for rj = 0.95, 0.90, 0.85, 0.80, 0.75, are 4, 3, 
3, 2, 2, respectively. This also coincides with the result obtained 
by Krueger et al. in their Table 2. For most cases, at the same 
radial flow strength, the unstable modes for larger 77s are always 
larger or equal to smaller rjs, and when the inward flow becomes 
stronger, the unstable modes become higher and higher; but 
the unstable modes will decrease when outward flow becomes 
stronger. Unlike critical Reynolds numbers, the critical axial 
wave numbers show less regularity in the absence of radial flow, 
but since the effect of radial inward flow becomes stronger, the 
critical axial wave number increases as its gap size increases, 
and the axial wave number decreases as the a increases, but 

Results and Discussions 

Verifying our computer code so as to ensure the correctness 
of (6) - (11) and boundary condition (13). Since our program 
is to investigate the nonaxisymmetric mode in circular viscous 
flow under the effects of a radial velocity, we first check our 
results (A) with those by Krueger et al. (1966) (B) in Table 
1. We should note that the Taylor number Ta* = —4((1 - 77)/ 
77)̂ (/.( - 'r]^)/(l — rj^) Ta^ here. Second, our axisymmetric 
results (A) are compared with those by Donnelly et al. (1965) 
(C), Chung et al. (1977) (D) and Min et al. (1994) (E) in 
terms of a^, Ta^ for the case a = 0. It is shown in Table 2. The 
comparisons in both tables are in good agreement; errors in 
most cases are no more than 1.0 percent, and we estimate that 
the errors mainly result from the different numerical approach 
we chose. In Table 3, there is the summary of our present 
research. 

In Fig. I, which confirms the result of Krueger et al. (1966): 
" . . . for Ri/R2 = 0.95, Cli/0.2 = —1, the wave-number in the 
azimuthal direction of the critical disturbance is m = 4 . . . , " 
at the same time, it is clear that strong outward velocity is a 
benefit to axisymmetric disturbances, and the nonaxisymmetric 

. 5.2 
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^ 4 . 2 

o 
'^3 3.7 

o 

2.7 

0 
D 
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0 
•fr 
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77 = 0.85 
77 = 0.80 
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Fig. 4 Relationship associated with critical wave number {a,,) and radial 
Reynolds number (a) for /« = -1,0 
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Fig. 5(a) The variation of JaA/i, m)/Tac(/a, 0) witti r/ = 0.90, /ii = -1.0 
for assigned vaiues of a 

5.50 n 

7] = 0.90 

X 
<1 3.50 

+ 10 

2 3 

mode 
Fig. 5(b) Tlie variation of adli, m) vvitli i) = 0.90, M = -1.0 for assigned 
vaiues of a 

instead of decreasing, the axial wave number will increase while 
the radial outward flow becoming more stronger (see Fig. 4). 

Although the smallest axial wave numbers are not wholly 
corresponding to the smallest Taylor numbers (i.e., critical 
Reynolds numbers) in the mode evolution, but the smallest axial 
wave numbers always appear near the most unstable modes. For 
a = - 5 in Fig. 5(a), the most unstable mode is 4, and we can 
check Fig. 5(b) and find the smallest value of axial wave num­
bers for a = -5 is at m = 3, and for the case of a = - 1 , both 
the smallest axial wave number and Reynolds number appear 
at m = 3. 

Conclusions 

The instability of Taylor vortex flow between rotating porous 
cylinders is indeed affected by a radial velocity. The nonaxisym­
metric mode can be altered by the strength of the radial velocity 
and the angular speed ratio of both cylinders. For strong inward 
flow, nonaxisymmetric modes prevail, but for strong outward 
flow, axisymmetric modes prevail. 

The weak inward flow has a destabilizing effect for wide 
gap, corotating system of large fj,, and the weak outward flow 
has a destabilizing effect for corotating system of small /j, and 
all counter-rotating system. Both strong inward flow and strong 
outward flow have a stabilizing effect. Whether the gap is wide 
or not, for large - /i, the nonaxisymmetric modes predominate. 
And in the presence of inward flow, wide gap systems may 
show stronger stability than small gap ones. We wish that the 
results obtained from the present study could be a benefit to the 
research of dynamic filtration process in biotechnology. 
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The Influence of Atomizing Gas 
Molecular Weight on Low Mass 
Flowrate Effervescent Atomizer 
Performance 
The relationship between atomizing gas molecular weight and spray mean drop 
size, Rosin-Rammler distribution parameter, and number averaged drop velocity is 
reported for a low mass flowrate effervescent atomizer-produced spray. Experimental 
data at lower gas-liquid ratios (GLR's) demonstrate that an increase in the molecular 
weight of the atomizing gas increases mean drop size and decreases number averaged 
drop velocity. The increase in mean drop size is attributed to an increase in the 
thickness of the liquid annulus at the nozzle exit and a subsequent increase in the 
diameter of ligaments formed there. The decrease in number averaged velocity results 
from a decrease in jet momentum rate. A model developed to explain the atomization 
process indicates that the gas flow is choked at higher GLR's. 

Introduction 
Effervescent atomization studies have been reported by a 

number of researchers, with topics considered ranging from the 
influence of nozzle geometry and liquid physical properties on 
mean drop size to the structure of the spray. For instance, Wang 
et al. (1987) and Lefebvre et al. (1988) demonstrated that 
atomizer performance is independent of injector geometry and 
final orifice diameter while Roesler and Lefebvre (1989) re­
ported that nozzle performance is nearly independent of mixing 
tube porosity. Buckner and Sojka (1991) showed that mean 
drop size is independent of viscosity for Newtonian liquids 
while Buckner and Sojka (1993) report no consistent variation 
in mean drop size with consistency index or flow behavior index 
for power law non-Newtonian liquids. 

More recently, in a study closely related to this one, Lund et 
al. (1993) showed that an increase in surface tension reduces 
mean drop size, while an increase in viscosity leads to a slight 
increase in SMD. Lund et al. then developed a simple analytical 
model based on liquid and gas continuity, liquid and gas mo­
mentum conservation, annular flow at the nozzle exit (supported 
by their high speed photographs), and Weber's (1931) model 
for ligament breakup in order to explain the observed mean 
drop size versus surface tension and viscosity behavior. 

A companion paper by Lund and Sojka (1994) discusses the 
spatial structure of low mass flowrate effervescent atomizer 
produced sprays. These authors indicate that the increase in 
mean drop size with an increase in distance from the spray 
centerline results from a droplet size dependent competition 
between inertia and drag, which allows the larger drops to pene­
trate farther in the radial direction. They also show that the 
increase in mean drop size with axial distance from the nozzle 
is due to turbulent mixing within the spray cone. 

Finally, Lee and Sojka (1993) report a marked decrease in 
nozzle performance for viscoelastic liquids. They concluded 
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that fluid relaxation time is the rheological parameter that con­
trols mean drop size. 

Each of the previous studies was concerned with nozzle per­
formance when using air as the atomizing gas. While air would 
be the most common choice, there are appUcations where an 
atomizing gas other than air is desirable. An obvious example 
is a combustor where dual fuel operation is required; a relatively 
heavy oil would be the primary fuel and methane the atomizing 
gas and pilot fuel. A less obvious example is the two-phase jet 
that exits a ruptured oil well, with the Kuwait fires being a case 
in point. Here, crude oil and gases (usually some mixture of 
methane, ethane and propane) exit the well head in a two-
phase stream and burn when ignited. Because of the size of an 
operating well head, such fires are impossible to reproduce in 
the laboratory and difficult to investigate in the field. Fortu­
nately, a sub-scale model of an oil well fire can be constructed 
using a low mass flowrate effervescent atomizer with a crude 
oil feed rate of 0.5 g/s providing a manageable firing rate of 
about 30 kW (Dutta et al., 1994). 

Shifting from air to methane as the atomizing gas may influ­
ence mean drop size in the dual fuel combustor case and there­
fore impact combustion efficiency, pollutant formation, radia­
tion heat transfer to the walls, and soot formation through varia­
tions in evaporation rate. In addition, when natural gas is used 
to atomize the oil, there will be variations in chemical composi­
tion that may lead to unacceptable swings in combustor perfor­
mance if the molecular weight of the atomizing gas has a strong 
effect on nozzle performance. The composition of gas exiting 
an uncapped crude oil well head will vary from well to well so 
the influence of atomizing gas molecular weight on mean drop 
size is of interest to those simulating oil well fires. 

These two applications motivated the present study into the 
influence of atomizing gas molecular weight on effervescent 
atomizer performance. These applications also motivated the 
choice of crude oil as the liquid to be sprayed and the low mass 
flowrates (0.5 g/s and below). 

The following sections present the results of this study in 
terms of (i) Sauter mean diameter (SMD) and Rosin-Rammler 
distribution parameter (q) versus atomizing gas molecular 
weight (MW) at varying levels of gas-to-liquid ratio by mass 
(GLR) all for a single crude oil mass flowrate, and (ii) number 
averaged drop velocity versus atomizing gas molecular weight. 
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Fig. 1 Effervescent atomizer 

again for a single crude oil mass flowrate. The experimental 
data are then compared to predictions provided by a model 
based on the one developed by Lund et al. (1993) in order 
to explain why a change in gas molecular weight influences 
effervescent atomizer performance at low GLR's. 

Experimental Apparatus 

The effervescent atomizer and liquid supply system of Lund 
et al. (1993) were used throughout this study. A schematic of 
the nozzle is provided in Fig. 1. 

Alberta Sweet crude oil was chosen as the liquid to be sprayed 
because of its obvious application to oil well fires and because 
it is representative of residual fuel oils that might be burned in 
a dual fuel application. Alberta Sweet crude oil has a viscosity 
of 0.005 kg/m-s (5 cP), a surface tension of approximately 
0.03 N/m (30 dynes/cm), and a density of 816 kg/m^ 

Atomizing gas was supplied using the system shown in Fig. 
2. It consists of a pair of high pressure gas cylinders that supply 
helium and carbon-dioxide to a cylindrical stainless steel mixing 
chamber, with rotameters and metering valves included in each 
gas line to independently control the mass flowrates. The gas 
mixture was then routed to the injector's atomizing gas port. 

Gas mixture molecular weights were varied between 8, half 
that of methane, and 44, that of propane, to span the range of 
possible (i) well head fire gas components and (ii) gas-phase 
fuels typical of combustion systems. Real gas effects were deter­
mined to be negligible by showing that the He and CO2 com­
pressibility factors were within 3% of unity for all conditions 
considered here. 

A Malvern 2600 particle size analyzer was used to obtain 
line-of-sight number density based drop size data while an Aero-
metrics Phase/Doppler Particle Analyzer (P/DPA) was used 
to collect complementary flux based drop size data and velocity 
distributions. The Malvern was employed because it facilitates 
rapid collection of nozzle performance data. Malvern results 
can, however, suffer from inaccuracies due to droplet size-ve­
locity correlations. For that reason P/DPA data were also col­
lected since results obtained using this instrument are not subject 
to drop size-velocity correlation related limitations. 

All Malvern data were obtained using a 300 mm focal length 
lens and reduced by fitting the scattered light profile to a Rosin-
Rammler drop size distribution. Results are reported as Sauter 
mean diameter and the Rosin-Rammler distribution parameter. 

The P/DPA was fitted with a 495 mm transmitting lens and a 
300 mm collimating lens and operated in the 30 degree forward 
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Fig. 2 Gas supply system 

scattering mode. This permitted measurement of drop diameters 
between 3.34 and 117 microns and axial velocities between 0 
and 25 m/s. Validation rates were consistently above 90 percent. 
All P/DPA data are reported as either SMD or number averaged 
drop velocity. 

Both P/DPA and Malvern data were collected on the spray 
axis at a point 150 mm downstream of the nozzle exit orifice. 
All data were acquired at room temperature, which was nearly 
constant at 293 K(68 F). 

Results 
Representative results are shown in Figs. 3 through 6. Figures 

3 and 4 present Malvern measured SMD and q versus molecular 
weight for GLR's ranging from 0.05 to 0.50. The crude oil 
mass flowrate is 0.5 g/s in all cases; GLR was therefore varied 
by adjusting the atomizing gas mass flowrate. Error bars are 
not included on these figures because they would be smaller 
than the symbols: the standard deviation relative to the mean 
is less than 4.0 percent for all the SMD data and less than 4.5 
percent for all the q data. 

The data demonstrate that mean drop size increases slightly 
with atomizing gas molecular weight for GLR's of 0.15 and 

N o m e n c l a t u r e 

C = a constant in the gas-phase mo­
mentum equation 

Cfi = interfacial friction coefficient, di-
mensionless 

d = diameter, m 
GLR = gas-to-liquid ratio by mass, di-

mensionless 
m = mass flowrate, kg/s 

MW = atomizing gas molecular weight, 
kg/kg-mole 

p = pressure. Pa 
R„ = universal gas constant, J/kgmole-K 
sr = gas-liquid velocity slip ratio, di-

mensionless 
T = temperature, K 
a = void fraction, dimensionless 
fj, = viscosity, kg/m-s 
p = density, kg/m^ 

a = surface tension, kg/s^ 

Subscripts 
g = gas 
/ = liquid 

L = ligament 
o = nozzle exit orifice 
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Fig. 4 Malvern measured Rosin-Rammler size distribution parameter 
(q) versus atomizing gas moiecuiar weight for four gas-liquid ratios 
(GLR's). The uncertainty in q is estimated to be 8 percent (95 percent 
confidence interval), while the uncertainty in GLR measurements is esti­
mated to be 5 percent (95 percent confidence interval). 

below. However, the influence of atomizing gas molecular 
weight in insignificant for GLR's above 0.15. In addition, the 
width of the drop size distribution decreases slightly as molecu­
lar weight goes up. Finally, there is no systematic influence of 
GLR on the relationship between q and molecular weight. 

The observation that mean drop size increases slightly with 
atomizing gas molecular weight at low GLR's is supported by 
the GLR = 0.05 and 0.15 P/DPA measured mean drop size 
data presented in Fig. 5. This figure also indicates that the 
influence of molecular weight on SMD is insignificant for 
GLR's above 0.15. Error bars are not included in Fig. 5 since 
the standard deviation relative to the mean for this data is always 
less than 4.0 percent and the error bars are therefore smaller 
than the symbols. 

The disparity between Malvern and P/DPA measured SMD's 
is due to the two different methods used to sample the drops: 
the Malvern provides a number density based measurement and 
does not account for drop size-velocity correlations, whereas 
the P/DPA provides a flux based measurement and returns data 
that are therefore insensitive to drop size-velocity correlations. 

Figure 6 shows that number averaged drop velocity decreases 
slightly with an increase in atomizing gas molecular weight 
and increases substantially with an increase in GLR. The latter 
behavior was also observed by Lund and Sojka (1994) when 
using air as the atomizing gas. Error bars are not included in 
Fig. 6 since the standard deviation relative to the mean is less 
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Fig. 7 Weight percent in each size band for three different atomizing gas 
molecular weights. The uncertainty in weight percentages is estimated to 
be 10 percent. 

than 1.6 percent in all cases and the error bars are therefore 
smaller than the symbols. 

Figure 7 provides a qualitative illustration of how changes 
in atomizing gas molecular weight shift spray mass between 
various size classes. The data are for a GLR of 0.15, however 
the behavior is indicative of all GLR's investigated. As can be 
seen, the width of the drop size distribution remains nearly 
unchanged, but mass is continually shifted from the larger drop 
categories to the smaller ones as atomizing gas molecular weight 
is reduced. 
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Analysis 
The mean drop size and velocity behavior illustrated in Figs. 

3, 5, and 6 is analyzed using a modified version of the model 
developed by Lund et al. (1993). The Lund et al. model as­
sumes that each ligament formed at the nozzle exit orifice be­
haves as a liquid jet with its fluid mechanic instabilities de­
scribed by Weber's (1931) analysis. As such, the length of a 
ligament is assumed to correspond to the wavelength of the 
fastest growing disturbance 

Xop, = V27rrf,/ 1 + 
ipiodi/ 

(1) 

with each cylindrical ligament eventually forming a single 
spherical drop. Conservation of mass yields the following ex­
pression for the drop Sauter mean diameter 

SMD = -^|2nd 
2 ipiad,/ . 

(2) 

The ligament diameter, d[,, is found by first applying gas and 
liquid continuity to the annular flow at the nozzle exit orifice 
to determine the thickness of the liquid film there, then assuming 
that an integer number of ligaments exist in that film, and finally 
applying liquid continuity again to determine the ligament diam­
eter. 

Two key changes were made to Lund et al.'s original analysis. 
The first change was to include the effect of compressibility in 
the atomizing gas governing equations and was motivated by 
the fact that the gas phase Mach numbers exceeded 0.38 for all 
GLR's considered in this study. Lund et al. treated their gas 
phase as incompressible since their lower GLR's resulted in 
Mach numbers that were much lower than the ones considered 
here. 

Gas phase compressibility was incorporated through a one-
dimensional momentum equation 

dp 

Ps 
+ V,dV, = 0 

which was coupled with the ideal gas equation of state 

.. . P.RuT 
MW 

(3) 

(4) 

While it is true that the gas flow at the nozzle exit is not inviscid, 
inviscid flow was assumed as a first approximation when 
applying the gas phase momentum equation with the interaction 
between the two phases at the interface included through the 
slip ratio expression. Viscous calculations including turbulence 
are much more complicated and may require constants for which 
values are not available. Hence, the model has been kept simple 
to suit the availability of input information. 

The limiting thermodynamic paths, viz. adiabatic and isother­
mal expansion through the nozzle, were both considered. A 
comparison of predicted and measured drop sizes showed that 
the gas phase followed a thermodynamic path much closer to 
isothermal expansion than adiabatic. This is attributed to the 
intimate contact between the gas and liquid phases, which re­
sults in the liquid phase acting as a thermal reservoir for the gas. 
Substituting Eq. (4) into Eq. (3), making use of the isothermal 
assumption, and integrating yields Eq. (5) 

MW 
In 

MW 2 
(5) 

where C is a constant. 
The second change to Lund et al.'s model was to modify the 

slip ratio correlation originally proposed by Ishii (1977) 

sr = ^ — 
ya 

1 + 75(1 - a) 
(6) 

to account for the influence of mass flow rate on velocity slip. 
This traditional formula has been derived based on a one-dimen­
sional drift flux model of two-phase fully developed annular 
flow in pipes. Ishii's correlation was chosen by Lund et al. after 
their photographs of the region immediately upstream of the 
nozzle exit showed the presence of annular two-phase flow. The 
following paragraph provides justification for this change. 

The parameter 75 in Eq. (6) was originally introduced in a 
correlation developed by Wallis (1969) for the interfacial fric­
tion factor 

Cfi = 0.005[1 + 75(1 - a)] (7) 

Equation (7) was then used by Ishii when deriving his slip ratio 
expression for fully developed annular flow in pipes. In arriving 
at the value of 75, Wallis noted that the friction factor is a 
function of mass flow rate and that the slope of the Q, versus 
(1 —a) curve increases as the liquid mass flow rate increases. 
However, no quantitative information was provided relating that 
slope to the liquid mass flowrate. Consequently, the value of 
75 was scaled for the mass flowrates considered in this study. 

The mass flow rate scaling was accomplished by matching 
predictions of mean drop size based on the model described 
here to the experimental SMD data of Lund et al. while varying 
the parameter 75. Mean drop size was calculated using Eqn. 
(2) , which requires the measured liquid density, surface tension 
and viscosity, and the ligament diameter. The ligament diameter 
was determined via the approach discussed after Eq. (2); this 
calculation requires the gas core diameter. The gas core diame­
ter was determined from 

— dt = a — di 
4 ' 4 

(8) 

The void fraction is in turn related to the slip ratio, the (known) 
gas-to-liquid ratio, and the gas and liquid densities (Todreas 
and Kazimi, 1989) 

1 

1 -I-
GLRp, 

(9) 

If Eq. (5) is rewritten in terms of the known gas mass flow 
rate, the void fraction, and the gas density 

MW 
In 

MW 
Pg-jdi 

= c (10) 

Equations (6), (9) , and (10) contain only three unknowns: 
a, pg, and sr. They were solved iteratively using Newton's 
method. 

Solution of Eqs. (6), (9), and (10) using the parameter value 
of 75 exhibited best agreement when compared to Lund et al.'s 
0.8 g/s SMD data. Comparison of model predictions to data 
taken at 1.0 and 1.2 g/s indicated that the parameter value 
should be increased to 340 and 640, respectively. Note that an 
increase in the parameter value q with mass flow rate is consis­
tent with Wallis' suggestion that the slope of the Cf, versus 
(1 - a ) curve should increase with m. 

The approach for determining sr employed in this study 
yields acceptable agreement between experimental results and 
model predictions. However, a superior approach would be to 
independently determine the parameter q. This may be the sub­
ject of a future study, 
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Figure 8 illustrates the level of agreement between the experi­
mentally obtained data of Lund et al. and model predictions 
that result from adjusting the Ishii parameter for the various 
mass flow rates. Error bars have not been included since the 
standard deviation relative to the mean is less than 5.6 percent 
with the result that the symbols are larger than the error bars 
in all cases. 

The parameter values used to obtain the predictions presented 
in Fig. 8 were then extrapolated to the 0.5 g/s crude oil data 
collected during this study using a power law approach. A value 
of 10 was obtained. A comparison of model predictions (using 
the value of 10) to the P/DPA data of Fig. 5 is presented in 
Fig. 9. It is limited to a GLR of 0.05 since the model indicates 
the gas flow chokes at higher values and sonic or supersonic 
flow cannot be treated by the current analysis. As Fig. 9 shows, 
qualitative agreement is achieved, with an increase in atomizing 
gas molecular weight leading to a small increase in mean drop 
size at this low GLR. The model indicates that this behavior 
results from a five step process: (i) an increase in atomizing 
gas molecular weight increases the gas density; (ii) the increase 
in gas density in turn decreases the diameter of the gas core at 
the nozzle exit; (iii) the decrease in the diameter of the gas core 
increases the thickness of the liquid annulus; (iv) the increase in 

the thickness of the liquid annulus produces larger diameter 
ligaments at the nozzle exit; and (v) these larger diameter liga­
ments lead directly to larger drops (as shown in Figs. 3 and 5). 

The model also indicates why Fig. 6 shows a decrease in 
number averaged drop velocity upon an increase in atomizing 
gas molecular weight: raising the atomizing gas molecular 
weight reduces the velocity slip ratio. The decrease in velocity 
slip ratio leads to lower momentum rates at the nozzle exit, and 
therefore lower droplet velocities. 

Summary 
An increase in atomizing gas molecular weight is shown to 

have a slightly adverse effect on the performance of a low mass 
flowrate effervescent atomizer at low gas-to-liquid ratios (GLR 
s 0.15) by raising the mean drop size, but to have an insignifi­
cant effect at higher GLR's. A comparison of experimental data 
with predictions based on a modified version of the model of 
Lund et al. (1993) indicates that the increase in mean drop size 
results from a thickening of the liquid annulus as atomizing gas 
molecular weight is increased. Increasing the thickness of the 
liquid annulus leads directly to larger diameter ligaments at the 
nozzle exit and, hence, larger drops. An increase in atomizing 
gas molecular weight also decreases drop velocity. The model 
indicates that the observed decrease in drop velocity is due to 
a reduction in jet momentum rate at the nozzle exit. Finally, 
the model indicates the gas flow chokes for gas-liquid ratios 
much over 0.08. 
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Elements of an Approach to the 
Assessment of Systematic 
Uncertainty in Transient 
IVIeasurements 
Although there has been an increasing interest in experimental research investigating 
time-dependent fluid phenomena, accepted methods for assessing and reporting mea­
surement uncertainty, i.e., those contained in ANSl/ASME PTC 19.1-1998, do not 
consider issues pertaining specifically to the assessment of uncertainty in transient 
measurements. Complementing the author's previous work which presented a method 
for assessing the random component of uncertainty in transient measurements, this 
paper presents a method for assessing the systematic component of uncertainty in 
transient measurements. 

Introduction 

Recently, Maciejewski (1996) proposed a method for as­
sessing the random component of uncertainty in transient mea­
surements. However, application of this method presupposes 
that one has direct access to a time series of data which repre­
sents the desired measured variable. In practice, however, the 
desired measured variable, i.e., the unobserved input to one's 
measurement system, is not directly observed; It must be con­
structed from the observed output from one's measurement sys­
tem in a manner that accounts for the dynamics of the system. 
The aims of the present study are to provide a method for 
estimating a time series for the unobserved input to a measure­
ment system and to provide a method for assigning a value for 
the systematic component of uncertainty to each member of 
this time series. 

If the time response of the measurement system is sufficiently 
small compared to the time variation of the measured variable, 
then the measured variable and the output from the measure­
ment system will be directly related through the static calibra­
tion of the measurement system. In this case, one can construct 
an observed time series for the measured variable corresponding 
to the measured time series for the output of the measurement 
system without regard to the dynamic characteristics of the 
measurement system, i.e., the systematic component of uncer­
tainty in the observed time series can be assessed directly by 
the methods given in ANSI/ASME PTC 19.1-1998 (in press). 
However, if the time response of the measurement system is 
not sufficiently small compared to the time variation of the 
measured variable, then the output from the measurement sys­
tem will be related to the measured variable via the dynamic 
characteristics of the measurement system. In this case, one 
must construct an observed time series for the measured variable 
corresponding to the measured time series for the output of the 
measurement system while accounting for the dynamic charac­
teristics of the measurement system. 

Although the investigation of time-dependent phenomena is 
not new, apparently the treatment of measurement uncertainty 
in these phenomena is relatively new. Neither the current Amer­
ican National Standard for Measurement Uncertainty, ANSI/ 
ASME PTC 19.1-1998 (in press), nor the International Organi-
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zation for Standardization's Guide to the Expression of Uncer­
tainty in Measurement (1993), nor the National Institute of 
Standards and Technology's Guidelines for Evaluating and Ex­
pressing the Uncertainty of NIST Measurement Results (Taylor 
and Kuyatt, 1994) give any mention to issues pertaining spe­
cifically to the assessment of uncertainty in transient measure­
ments. The studies on measurement uncertainty presented by 
Kline and McClintock (1953), Moffat (1982, 1988) and many 
others also do not address issues pertaining specifically to the 
assessment of uncertainty in transient measurements. Alwang 
(1991) describes many of the issues pertaining specifically to 
the assessment of uncertainty in transient measurements, but 
he does not advance any comprehensive method for assessing 
uncertainty in transient measurements. The study of Maciejew­
ski (1996), which provides a method for assessing the random 
component of uncertainty in transient measurements, comple­
ments the present study which provides a method for assessing 
the systematic component of uncertainty in transient measure­
ments. The development of methods for assessing uncertainty 
in transient measurements should be of particular interest to 
researchers in fluids engineering, since the Journal of Fluids 
Engineering's "Policy on Reporting Uncertainties in Experi­
mental Measurements and Results" (1991) requires that papers 
published in the Journal of Fluids Engineering present assess­
ments of uncertainty in experimental results. 

The treatment of systematic uncertainty in transient measure­
ments presented in this paper will be restricted to measurement 
systems that can be adequately modeled as time-invariant, i.e., 
to measurement systems with no drift in calibration. The analy­
sis will also be restricted to measurement systems whose output 
is digitally sampled, e.g., by means of an A/D converter, at 
discrete times. Figure 1 presents a schematic of a typical mea­
surement system. Figure 2 presents an example of the continu­
ous output, R{t), from a first-order, linear, time-invariant mea­
surement system with static gain K = 2 and time constant T = 
0.25 when the continuous input is given by Qit). 

Systematic Uncertainty in Transient Measurements. 

A differential equation which models the behavior of a mea­
surement system establishes a relation between the observed 
output from that measurement system, Rit), and the unobserved 
input, Q{t). For example, suppose a measurement system is 
linear and time-invariant such that its dynamic response can be 
modeled as a linear, second-order, ordinary differential equation 
with constant coefficients as follows; 
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Fig. 1 Schematic of a typical measurement system 

Q{t) = aoR(t) + aidR(t)/dt + a2d^R(t)/dt^ (1) 

where 2 ( 0 is the continuous input to the measurement system 
and /J ( 0 is the continuous output from the measurement system. 
In principle, if the model coefficients, ao> fli, and Ui, have been 
determined by means of some appropriate calibration procedure, 
and if the output from the measurement system, R(t), is ob­
served, then the unknown input to the measurement system, 
QiO, could be constructed from Eq. (1) . Presumably, Eq. (1) 
could also be used as a basis for constructing an estimate of 
the systematic uncertainty in 2 ( 0 -

In practice, one often observes a discretely sampled record 
of the output from a measurement system, ^,, a record which 
includes the influence of systematic error sources. In this case, 
one can infer a time series for the input to the measurement 
system, Q,, from a time series constructed to represent the out­
put from the measurement system, R,, and the parameters which 
characterize the dynamic response of the measurement system, 
a,. For example, a discrete time approximation to Eq. (1) might 
be written as follows: 

where 

Q, = aoR, + aARJ^t + a2A^R,/At^ (2) 

Ai?, = («,+ , - i?,-,)/2 

A^^, = R,+t - 2R, + R,-i 

and At is the difference in time between consecutive members 
in one's representation of the output time series, R,. [The form 
of the discrete approximation to the continuous model for the 
dynamics of the measurement system is selected at the discre­
tion of the analyst. The particular central difference scheme 
presented in Eq. (2) is merely an example.] Given suitable 
estimates for the coefficients that appear in Eq. (2), and given 
that the sampling rate for the output time series is adequate to 
represent Rit), the unobserved input to the measurement sys­
tem, Qi, can be constructed directly from Eq. (2). Furthermore, 

by means of Eq. (2), one can treat Q,, which is not directly 
measured, as if it were simply a result that is calculated from 
a set of variables for which estimates have been made and for 
which uncertainties have been evaluated. From this perspective, 
2r can be estimated from the Eq. (2), and the uncertainty in Q, 
can be estimated by the conventional methods given in ANSI/ 
ASME PTC 19.1-1998 (in press) for determining the uncer­
tainty in an experimental result. Accordingly, the systematic 
uncertainty in the unobserved input to the measurement system, 
UQ,, can be estimated as follows; 

2 I 

t/e, = [ I (^„,f/.,)'+ I l(e„^jU„^j)' 

+ Zj &Rt+j('Rt+kPjkUit,+jU]t,+i,il — bjii)} 

+ (eA,u^yV" (3) 
where 

9.0 ^ dQJdaa = R, 

Oai = dQ,/dai = AR,IAt 

0a2 = dQ,/da2 = A ' / f , /Af ' 

ORI-I = dQ,/dR,^i = -aJlAt + aj At'' 

OR, = dQ,ldR, = flo - IttilAt"-

dm+i = dQ,/dR,+ t = ai/2Ar + 02/At^ 

OA, = dQ,ldAt = -axAR.IAt"- - 2a2A''R,/At' 

and [/„,-, UD,+J, URI+IC, and 11^, are estimates of the systematic 
component of uncertainty in the j * coefficient, a,, the systematic 
components of uncertainty in the (t+j)'^ and (t + k)* members 
of the output time series, i?,+ , and /?,+*, and the systematic 
component of uncertainty in the time step. At, respectively. 
Adapting the work of Brown et al. (1996) to the present context, 
the terms involving the correlation coefficients between Um+j 
and Um+ic (i.e., the pji^) account for correlations among the sys­
tematic uncertainties in successive members of/?,. In the expres­
sion for UQ, given in Eq. (3) , the uncertainty in Q, is a function 
of time, since the values of R,+j and /f,+^ vary with time. 

More generally, if the discrete time input to a measurement 
system is related to the discrete time output from the measure­
ment system by a relation of the following form: 

Q, =f(R,-j, ...,R„..., R,+jj; ao, a,, . . . , a,) (4) 

then the uncertainty in Q„ UQ,, can be estimated as follows: 
/ jj 

UQ, = [I^ (e^^u^d'+ 1 i(e„^jU„^jy 

+ 2L ''R,+ j('Ri+kP]kUli,+jUii,+kil ~ Oj*r)} 
k=~J 

+ idA,UA.yr" (5) 

Nomenclature 

a, = coefficient in dynamic equation 
for measurement system 

fc = cutoff frequency associated with 
R(t) 

Q{t) = continuous input to measurement 
system 

Q, = discrete representation of 2 ( 0 
R(t) = continuous output from measure­

ment system 
Si, = discrete time series sampled from 

R(t) 

R, = discrete representation of R(t) con­
structed from ^, 

t = time 
U = systematic uncertainty 
X, = time series introduced to construct 

R, from 3^, 
Y, = time series introduced to construct 

R, from M, 
Z, = time series introduced to construct 

R, from ^, 

6ju = Kronecker delta: 6jk= 1 if y = ̂ ; 
6jk = 0 otherwise 

e(0 = random error input to measure­
ment system 

K = static gain 
(f) = time between successive observa­

tions in a sample 
$ = time period for entire sample 
d = sensitivity 
p = correlation coefficient 
r = time constant 
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where 

dai = df/dUi 

eR,^j ̂  dfidR,^j 

6»A, = dfldd^t 

and pjt. is the correlation coefficient between t/R,+j and U^i+k-
Both Q, and UQ, are functions of time, since R, is a function of 
time. Unlike the treatment of systematic uncertainty in steady-
state measurements, the systematic component of uncertainty 
in transient measurements can only be assessed after one ac­
quires his/her data. The functional relation,/, need not be linear 
inR,. 

Specification of Sampling Rate and Reconstruction of 
Measurement System Output 

The construction of an estimate of the unobserved input to a 
measurement system from the observed output of that measure­
ment system can be conceived as a two step process. In the first 
step, one must sample the output from the measurement system 
at a rate that is adequate for representing R{t). For band-limited 
functions or truncated segments of band-limited functions, the 
maximum time interval between samples that produces data that 
is adequate for representing R{t) is determined by the Nyquist 
frequency, i.e., <j(>n,ax = 1/2/c. The time series sampled from the 
output of the measurement system will be designated ^ , . In the 
second step, one must evaluate R{t) at points in time suitable 
for the purposes of estimating Q, and UQ, . The points in time 
at which one evaluates R{t) for the purposes of estimating Q, 
and UQ, are not constrained by the rate at which one samples 
R{t). The time series consisting of the points at which one 
evaluates R{t)fov the purpose of estimating Q, and UQ, will be 
designated R,. 

In practical terms, one can treat the output from a measure­
ment system as a truncated segment of a band-limited function. 
From this perspective, however, the output from that measure­
ment system is conceived as being discontinuous at the begin­
ning and at the end of the data record. These discontinuities 
create difficulties in reconstructing R{t) from the sampled data 
by means of convolution with a conventional interpolating func­
tion, i.e., 2/c SINC (2fj). These difficulties can be avoided by 
processing the sampled data as follows: 

(1) If ^0 is the value of the first observation in the data 
record corresponding to time t = 0 and Si^, is the value 
of the last observation in the data record corresponding 
to time f = $, then construct a new time series, X,, 
whose members are given as follows: 

Xj = ^j- l(^^- ^ o ) 

X sin[(7r/2)(f/$)] + ^o} (6) 

where 0^j and Xj are t h e / " observations in ^, and X,, 
respectively. These observations correspond to time t 
= j<l>, where </» is the time interval between successive 
observations in the sample. 

(2) Attach the negative reflection of X, to the beginning of 
X, to construct a new time series Y,. 

(3) Concatenate a series of replications of Y, to the begin­
ning and to the end of Y, to create a strictly periodic 
time series Z,. 

(4) One can now evaluate a convolution integral of Z, with 
a conventional interpolating function to evaluate Z(t). 
This convolution integral can be expressed as the fol­
lowing serial product: 

Z{t) = I 2 / , SINC nut - j<l>)]Zj<l> (7) 

(5) On the interval of time between t 
can now be evaluated as follows: 

0 and ? = $, R(t) 

R(t) = Z(t)+ { ( ^ „ - ^ o ) 

X sin [(7r/2)(f/$)] -)-^ol (8) 

One can use Eq. (8) to construct the time series R,, which can 
then be used for the purpose of estimating Q, using a model of 
the form given in Eq. (4). The systematic uncertainty in the 
values of the constructed time series R,, UR,, required for the 
purpose of estimating UQ, using Eq. (5), may be taken to be 
equivalent to the systematic uncertainty in the observations of 
the sampled time series ^ , , Uxi- For further elaboration on this 
point, see Bracewell (1986). 

An Example 
Suppose one plans to use a measurement system which can 

be modeled as a first-order, linear, time-invariant measurement 
system characterized as follows: 

TdR{t)ldt + R(t) = KQO) (9) 

where K is its static gain and T is its time constant. (A model 
of this form might be appropriate for a thermocouple probe that 
one plans to use to measure transient temperature variations in 
a convective environment in which the heat transfer coefficient 
between the thermocouple probe and the surrounding fluid is 
constant.) This model governing the behavior of the measure­
ment system can be approximated in discrete time as follows: 

T(R,-R,^,)/^t + R, = KQ, (10) 

Since the primary aim of the analysis is to use a representation 
of the measurement output from the measurement system, R,, 
in order to construct an estimate of the unobserved input to the 
measurement system, Q,, one can use Eq. (10) to express Q, 
in terms of «, T. At, R, and R,-i as follows: 

Q,= \/K[T{R,-R,^,)/At + R,] (11) 

The uncertainty in Q, can be estimated as follows: 

UQ, = [(dM^ + {6rUr? + {e^,u^,f + (eR,u„y 
u„u„.,y" (12) 

where 

SK = dQ,/dK = -]/K\T{R, - R,.,)IAt + R,] 

Or = dQ,/dT = l/K[iR, - R,-i)/At] 

OA, = dQ,/dAt = -l/At^riR, - / ? , - I ) /K] 

Qm = dQ,/dR, = l/K[T/At + 1] 

On^i ^ dQ,/dR,.-, = l / /c[-T/Af] 

and p«,R,̂ i is the correlation between Ug, and f/̂ ,-,. In this 
expression, it is clear that the uncertainty in Q, is a function of 
time, since the values of R, and R,-1 vary with time. 

For example, suppose the true input to the measurement sys­
tem in question is given by the function 2(f) represented in 
Fig. 2, and the true output from the measurement system is 
given by the function Rit) also represented in Fig. 2. Further­
more, suppose R{t) is sampled over the time interval between 
f = 0 and f = 5 at a rate at or above that determined by its 
Nyquist frequency, and the time series R, is constructed from the 
sampled time series ^,using Eqs. (6) - (8). Assume calibration 
results for the measurement system in question establish K = 2 
± 0.2 at 95% confidence and r = 0.25 ± 0.025 at 95% confi­
dence. Finally, suppose the systematic uncertainty in A; is 
0.001, the systematic uncertainty in R, (and /?,_i) is 0.001, and 
the correlation between the systematic uncertainties in R, and 
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Fig, 2 Measurement system response, R{t), to a time-dependent vari­
able, Q{t) 

/?,_! is 1. Employing this information in combination with the 
proposed methods for assessing the input time series [Eq. (11)] 
and its systematic uncertainty [Eq. (12)], Fig. 3 represents the 
construction of an estimate for an unobserved input discrete 
time series, Q, (indicated by the plotted symbols), as well as 
the construction of an estimate for its systematic uncertainty, 
UQ, (indicated by the corresponding error bounds). 

Criteria for Neglecting to Compensate for Measure­
ment System Dynamics 

As indicated earlier, there may be circumstances in which 
it may not be necessary to account for the dynamics of the 
measurement system when estimating the measured variable 
and the systematic uncertainty in the measured variable, pro­
vided that the time response of the measurement system is 
sufficiently small compared to the time variation of the mea­
sured variable. If, with respect to the time variation of the 
measured variable, the model for the dynamic response of the 
measurement system, / , is adequately approximated by a static 
calibration, g, i.e.: 

Q, = fiRi-j, . . . , / ? „ . . . , RMJ\ <3O, fli, • • •, a,) (13) 

^g{R,;K,h„...,bK) 

then one can justify using the simpler relation, g, in place of 

Fig. 3 Estimates of tlie desired measured variable, Qt, and its uncer­
tainty, Uai 

the more involved relation, / , provided that the differences in 
estimates of Q, employing / and g are a small fraction of the 
overall uncertainty in Q,. As an illustration, if r = 0.00025 for 
the measurement system described in the example given in the 
preceding section, then the model Q, = R,IK is within ±0.00016 
of the dynamic model for Q, given in Eq. (11). Since the 
systematic uncertainty in Q, is greater than ±0.00114 in this 
case, one can justify the use of the simpler model. 

Discussion 
The assessment of systematic uncertainty in transient mea­

surements is equivalent to the assessment of the accuracy with 
which one is able to construct an estimate of the unobserved 
input to a measurement system, in the absence of sources of 
random uncertainty in the measurement process, from the ob­
served output from that measurement system while accounting 
for the dynamics of the measurement system. The proposed 
method for estimating the values of the unobserved measured 
variable and for assessing the systematic uncertainty in these 
values can be summarized in the following series of steps. First, 
one should construct a difference equation for the output from 
the measurement system which will adequately approximate the 
dynamic behavior of the measurement system. Parameters 
which appear in the difference equation for the output from the 
measurement system ought to be estimated by means of a suit­
able set of calibration experiments. Second, one should sample 
the output from the measurement system at a rate which permits 
an adequate representation of R(t). For a truncated segment of 
a band-limited function sampled at a rate at or above the Nyquist 
frequency, R(t) can be reconstructed by means of Eqs. ( 6 ) -
(8) . Third, in order to interpret the output from the measure­
ment system, one should construct a time series for the desired 
measured variable, 2, , employing a discrete time series repre­
senting the output from the measurement system, R,, in combi­
nation with the difference equation for the measurement system 
[see Eq. (4)] . Finally, one should estimate the systematic un­
certainty in the desired measured variable by conventional 
methods for assessing uncertainty in an experimental result. To 
this end, one should employ the difference equation for the 
measurement system used to estimate the time series for the 
desired measured variable in order to determine the sensitivity 
of the desired measured variable to (i) the uncertainty in each 
of the parameters used to characterize the measurement system, 
(ii) the uncertainty in the output from the measurement system, 
and (iii) the uncertainty in the difference in time between mem­
bers of the output time series [see Eq. (5)] . 

Detailed issues pertaining to the calibration of instruments 
for the purpose of measuring time-dependent variables are be­
yond the scope of the present paper. However, in order to assess 
the systematic uncertainty in transient measurement by the 
methods proposed above, one must have an adequate model for 
the dynamic behavior of the measurement system and a means 
to evaluate both the parameters and the uncertainty in the param­
eters associated with the model. For example, the specification 
of a first-order, linear, time-invariant measurement system 
would require an estimate of its static gain, its time constant, 
and the uncertainty in these parameters. Furthermore, in this 
case, one should also present some evidence confirming that a 
first-order, linear, time-invariant model is appropriate for the 
measurement system. Issues of calibration are closely related 
to the issues of system identification of dynamic systems as 
treated in the literature of control theory. An introduction to 
system identification of dynamic systems from the perspective 
of digital control theory is presented by Franklin and Powell 
(1980). 

It must be emphasized that the proposed method will provide 
adequate estimates of a time series for the desired measured 
variable and its systematic uncertainty only if the output from 
the measurement system is sampled at a rate which permits an 
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adequate representation of the measurement system's response 
to the anticipated time characteristics of the desired measured 
variable. One should always perform a pretest analysis in which 
one attempts to reconstruct a known function for the input to 
the measurement system, whose time characteristics are repre­
sentative of the input signal that may be encountered during the 
actual measurement process, via the difference equation for the 
measurement system used to estimate the time series for the 
desired measured variable. 

Once one has constructed a time series for the desired mea­
sured variable, Q,, then one is in a position to assess the random 
component of uncertainty in Q, employing the methods pre­
sented in Maciejewski (1996). The total uncertainty in Q, is 
then the root-sum-square combination of the systematic compo­
nent of uncertainty, assessed by the methods presented in this 
paper, and the random component of uncertainty, assessed by 
the methods presented in Maciejewski (1996). 

The proposed method for assessing systematic uncertainty in 
transient measurements represents a synthesis of ideas either 
adopted or adapted from the following areas of inquiry: (/) the 
identification and modeling of the behavior of dynamic systems, 
(n) the propagation of uncertainty to an experimental result, 
{Hi) the specification of sampling rate and the processing of 
sampled data, and {iv) the calibration of measurement systems. 
Undoubtedly, future developments in each of these areas of 
inquiry will contribute to an evolution of methods for assessing 
systematic uncertainty in transient measurements. Indeed, the 
need to advance a method for the assessment of systematic 
uncertainty in transient measurements might well serve to moti­
vate new developments in each of these areas of inquiry. 

Conclusion 
Given an adequate, discrete-time model for the dynamic char­

acteristics of a measurement system, and given that the output 

from that measurement system is sampled at a rate that is ade­
quate for representing the time characteristics of the measure­
ment system's response to the unobserved input to the measure­
ment system via this model, one can construct a time series for 
the desired measured variable using a model of the form given 
in Eq. (4) and an estimate of the systematic uncertainty for 
each member of the time series for the desired measured vari­
able using Eq. (5). 
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Some Explicit Analytical 
Solutions of Unsteady 
Compressible Flow 
The analytical solutions of different flows are meaningful in theory. In addition, they 
are very useful to CFD also as the standard solutions to check the numerical solutions 
and to develop numerical differencing schemes, grid generation methods and so forth. 
However, very few analytical solutions have been known for the compressible flow, 
especially the unsteady flow. Some explicit analytical solutions of unsteady compress­
ible flow have been derived since the early nineties and are given in this paper, which 
include the 1-D isentropic unsteady flow, 1-D unsteady flow with friction, heat transfer 
as well as with shock, and 2-D isentropic unsteady flow. 

Introduction 

The analytical solutions in fluid mechanics have had very 
important meaning. Many analytical solutions of steady incom­
pressible potential flow played a key role in the early develop­
ment of fluid mechanics. However, the governing equations of 
unsteady compressible flow are highly nonlinear, hence, it is 
very difficult to find out the analytical solution of such flow. 
According to the knowledge of the author, no explicit analytical 
solution of unsteady compressible flow has been found in the 
open literature so far. In order to fill in the gaps in the field of 
unsteady compressible fluid mechanics, it is meaningful in the­
ory to find out some analytical solutions. 

Moreover, besides theoretical meaning, analytical solutions 
can also be applied to check the accuracy, convergence and 
effectiveness of various numerical computation methods and 
their differencing schemes, grid generation ways and so on. The 
analytical solutions are therefore very useful even for the newly 
rapidly developing computational fluid dynamics. For example, 
several analytical solutions which can simulate the 3-D potential 
flow in turbomachine cascades were given by the author (Cai 
et al., 1984). These solutions have been used successfully by 
some numerical calculation scientists to check their computa­
tional methods and computer codes (Cai et al., 1984; Zhu and 
Liu, 1988; Xu et al., 1989; Gong and Cai, 1990; Shen et al., 
1996). Therefore, several analytical solutions of unsteady com­
pressible flow are given in this paper to develop the theory of 
unsteady fluid flow and to serve as the standard solutions for 
numerical calculations. The derivation procedure in this paper 
is not a general or classical mathematical one. Basically it is a 
trial and error method with the help of inspiration, experience, 
and fortune. A common means to simplify the derivation is 
to assume some parameters to be constant before deducing, 
sometimes even assuming that the physical dependent variables 
are given or constant and then to conversely derive the indepen­
dent variables. In addition, since the main aim is to obtain 
explicit solutions of governing equations, the initial and bound­
ary conditions are indeterminate before derivation and deduced 
from the solutions afterward. It makes the derivation procedure 
easier also. However, for a given analytical solution, its correct­
ness can be proven easily by substituting it into the governing 
equations. 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING . Manuscript received by the Fluids Engineering Division 
June 25, 1997; revised manuscript received December 4, 1997. Associate Techni­
cal Editor; M. S. Cramer. 

Analytical Solutions of 1-D Unsteady Flow Without 
Shock 

Governing Equations. The governing equations for unidi­
rectional 1-D unsteady flow of prefect gas can be derived as 
follows (Shapiro, 1954) 

dp du dp \ dA ^ 
-T- + p— + u-^ + pu = 0 
ot ox dx A dx 
du du 1 dp 

dt dx p dx 
fu' = 0 

(k- l)p{g+ -fu' 

dp dp , p (dp dp 

dt dx p \ dt dx 
(1) 

Generally, the functions of friction, heat transfer and area 
change/(A:, t), q{x, t), and A(j::) are given, then the unknown 
analytical functions in Eq. (1) axe p{x, t), p{x, t) and u{x, t) 
which have to satisfy Eq. (1) as well as the following condi­
tions: p > 0 , p > 0 , A > 0 , M s O and / > 0. In addition, the 
sonic speed and Mach number can be expressed as: 

vkp/p 

M = u/a 

(2) 

(3) 

Isentropic Flow Solutions. In this case, / = 0 and q = 0. 
three families of isentropic unsteady flow solutions can be de­
rived with different area changes: 

(1) A = const. A solution can be found as follows: 

p = const = p„ 

p = arbitrary p(x - uj) 

const = u„ (4) 

The boundary and initial condition can be obtained by substi­
tuting given values of x and t into Eq. (4). It is the same for 
following solutions and will not superfluously dwell again. It 
is the simplest solution which represents the constant area, no 
friction, no heat transfer, constant velocity and pressure un­
steady flow. The unsteadiness is owing to the fact that the 
density of inlet and outlet flow is variable. It can be obtained 
from Eq. (4) that dp/dt = 0 and p = p(-u„t) at x = 0. It 
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means that each gas particle travels in the path with constant 
density, only the density of gas particles at inlet changes with 
time, and all particles go ahead in sequence with their own 
density as moving solid particles. 

(2) A = Cil{C,x 
lows: 

Cj). A solution can be found as fol-

p = const 

p = const 

u = 2Co{C,x +C2)li2Clt+Ci) (5) 

It is a simple solution also, only area and velocity are variable 
and they offset each other to keep the density and then all 
thermodynamic parameters constant. So, it seems to be an in­
compressible solution as the density is constant. However, it 
can be treated as a special case of compressible solution with 
a finite sonic speed a = skp/ p = const. 

When all constants C, are positive, velocity and area are 
positive also, and velocity is a monotonically decreasing posi­
tive function of the time independent variable, u-*0 when t -* 
«. The flow of this solution can be a subsonic, supersonic, or 
transonic flow depending on the interested time and geometric 
region as well as the values of various constants. 

(3) A = C,(C„x + C2)['"*-"'^<.i'-'. A solution can be 
found as follows: 

CAR 

p = CA 

r 2c„(Cx + 
" 4 1 1 

L(fc- \)ci ' ^ 

Q) 

dt + Ci 

1 

2C,{C„x + C2) 

(k- l)Cl + 2 Clt + C, 

2 / ( t - l ) 

u = 2C„(CoX + C2) 
(k- l)Cl 

+ 2 Clt + Ci (6) 

It can be deduced from Eqs. (2) , (3) , and (6) that the con­
stant Ce is actually the Mach number. Therefore, this solution 
is a constant Mach number flow. When all constants C, are 
positive, the velocity and thermodynamic parameters—pres­
sure, density and sonic speed for x & 0 are monotonically 
decreasing positive functions of the time independent variable, 
approaching to zero with t -> oc. However, the total offset effect 
keeps the Mach number constant. 

It can be seen from the flow area expression that A = const 
when Mach number M = 21 {k - 1), and the flow path will be 
divergent or convergent when M is less or larger than ll(_k -
1). The flow path will be a linear plane or linear conical diver­
gent tube when M = ^l{k- l ) o r M = 2/[S(k- 1)]. 

It seems that for subsonic region the exponent in area expres­
sion would be too high and unrealistic. Actually, the gradient 
of area change can be small enough by selecting appropriate 

values of arbitrary constants C^ and C2. For example, if C,, >̂  
10~''C2, both total flow area change and its local gradient are 
small for M > 0.5 in the region 0 s x s 1. 

Constant Friction Coefficient and Constant Flow Area 
Solutions. In this case, A = const and / = const. Let (/> = 
f^ln/A = const to simplify the expressions, some analytical 
solutions can be derived for different heat transfer functions as 
follows: 

(4) q = —l/(cj)H^), the solution can be found as follows: 

p = const 

const 

« = l/(<^0 (7) 

It is a very simple solution also. The pressure and density 
keep constant and the velocity is a function of time only. The 
physical field at a certain time is a homogeneous field, but the 
velocity and cooling amount decrease with time. Because of 
the cooling effect and unsteady effect, the velocity along the 
flow path with friction and constant pressure can be constant at 
a certain time. The Mach number can be supersonic or subsonic 
depending on the values of various constants and the interested 
time region. 

(5) / = 0 and q = [k/(k - l)]p„(Ci/C5)[(C,x + Q)/ 
{C,t + C2)]'''"^4'c,) A solution can be found as follows: 

p = const = p„ 

p = CsiC^t + C2)^' . '^ ' / (C,A: + O'-^ 'Vc,) 

u = (C^x + C2)/(Cit + C2) (8) 

The heat transfer of this solution is unsteady also. When all 
constants are positive (C4 can be excepted), the density and 
velocity are larger than zero and the heat transfer is heating, 
the Mach number can be subsonic, supersonic or transonic de­
pending on the values of constants and the time and geometric 
region interested. 

(6) q = -[k/{k - l)]p„[C30e-nC3<^e-*' + C,)<^^'^V-']/ 
[CsiC.t + Cj)(<^4"^i'+'e-*<c4'c,)-<] _ (^[(Cjfi-*' + CJ<t))/(Cit 
+ €2)]^. A solution can be found as follows: 

p = const = p„ 

p = C,[{Cit + C2)e-*"]'^4'c,/[C3</,e-*-' + Ci]<^4'c,) + > 

u = (C-^e^'l" + CJ4>)l{Cit + C2) (9) 

Similar to the former solution: the pressure is constant, the 
density and velocity are positive in the region t > 0 and x > 
0 when all constants are positive (C4 can be excepted). The 
flow can be subsonic, supersonic, or transonic but the heat 
transfer is cooling. 

(7) q= -[k/{k- l)]p„{Ci<^-exp(-<^x)/C3-exp[C2? + 
4>x - C2-exp(^;i;)/(C|(^)]} — (l)C\-sxp(-34>x). A solution 
can be found as follows: 

N o m e n c l a t u r e 

A = flow area 
a = sonic speed 
C = constant 
/ = friction coefficient 
k = specific heat ratio 

M = Mach number 
p = pressure 
q = heat transfer per unit flow rate 

R = gas constant 
T = absolute temperature 
; = time 

u = velocity component in x direction 
V = velocity component in y direction 
x — abscissa 
y = coordinate 
p = density 

Superscript 

after shock 

Subscripts 
0, 1, 2, 3 . . . = different constant 

/ = shock front surface 
r = shock rear surface 
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p = const = p„ 

p = C3'exp[C2f + </>%- C2'exp(<^j:)/(Ci(/))] 

M = C| •exp( —(^x) (10) 

In this case, pressure is constant and velocity is steady, only 
the heat transfer and density are unsteady. Actually, q = 
-(l>u[(k/{k - l))ipo/p) + u^] and the heat transfer is cooling; 
in addition, dp/dt = 4>up. In order to provide a positive velocity 
and density, Ci and C3 have to be larger than zero. If C2 = 0, 
this solution degenerates into a steady one. 

(8) a = -C,v 'c7^-{exp[2Vc;^(? + C2)] - l}/{exp 
[2^(t + C2)] + 1} l[l/(k - 1)] + { e x p [ 2 ^ ( ? + C2)] 
- 1 )/{exp[2Vc\0(f + C2)] + 1)M . A solution can be found 
as follows: 

p = —CiPoX + C3 

p = const = p„ 

exp [lic^jt + C2)] - 1 

</> exp[2Vc,</)(f + C2)] + 1 
(11) 

In this case, density is constant, pressure is steady and linear 
with geometric coordinate, velocity and heat transfer are un­
steady but independent of geometric coordinate and actually q 
= -u[(CiIik - 1) + 0M^]. When C, > 0 and C2 > -t, u is 
larger than zero; when C3 > Cip„x, p is larger than zero. In 
addition, the heat transfer in this solution is cooling. 

When friction disappears, the solution degenerates into q = 
-Ciu/(k - 1) and u = Ci(t + C2), the expressions of p and 
p do not change. 

Constant Flow Area and Variable Friction Coefficient So­
lutions. (9) lff=f(t)mdq^-Afit)/{n[ff(t)dt]'], 

a set of solutions can be found as: 

p = const 

p = const 

u = U/\^[^\f(t)dt (12) 

Actually, the solution (4) is a special case of this solution 
with/(f) = const, li J f(t)dt can be integrated to obtain an 
explicit expression, then the analytical solution is easy to be 
derived. 

Therefore, there are infinite solutions in this case. 
(10) Let / = -iA/^{dp/dx)/p„ul, q = [(dp/dt) + 

u„(dp/dx)]/[(k - l)p„] - ypKful/^, then the solution will 
be: 

p = arbitrary p(j[;, f) 

p = const = po 

u = const = M„ (13) 

It is a simple solution also, the density and velocity are con­
stant, only the pressure (as well as the friction coefficient and 
heat transfer) is the function of time and location. It can be 
deduced from the expression of / that dpidx has to be not 
larger than zero to ensure / a 0. In addition, there are infinite 
solutions also in this case and it is easier to obtain analytical 
solutions comparing with the former case since only differentia­
tion exists in the expressions, and arbitrary analytical functions 
are differentiable in principle. 

For example, ii p = -p„ul{C\ exp(-C2f) + CaJjc + 
Ci}{TdA, then / = C, exp(-C2f) + C3 and q = 
^uUCiCi exp(-C2t)x - ku„[Ci exp(-C2f) + C,]]/l(k -
1)V^]. 

Solutions With Area Change (11) If A = A (;c), / = 0 
and ^ = [k/{k - l)]-(poUo/A)-(dA/dx)/ [C2-ex.p[Cix/u„ -
In A(x) - C,t]}, a set of solutions will be found as follows: 

p = const = Po 

p = C2-exp[Cix/M„ - In A(x) — C^t] 

u = const = Uo (14) 

The constant C2 in this solution has to be larger than zero to 
ensure p > 0. The heat transfer is cooling or heating when the 
area change is convergent or divergent. The expression of heat 
transfer can be simplified as ^ = [k/(k - 1)] • {paUolpA)- {dAI 
dx). 

(12) If A = [ C 4 - e x p ( - V ^ - ; c ) + {cj^r\, f={CilQ-
exp(-V7r/C,-A:) + /d/n]]-"^ and q = -^|n/Cl{C2[Q^ 
exp(-v'7r/Ci -x) + ^JcJn]/iC2t + Cs)}^, a solution can be 
found as follows: 

p = const = Po 

p = const = p„ 

u = C2[C, exp(-h/Ci-x) + Vc,/7r]/(C2f + C3) (15) 

The expression of q in this case can be simplified as ^ = 
-VTT/C, •U\ 

(13) if A = CJiCx + C3), / = CdCJiCiX + Ca)]'"' 
and q = -^QCi"-'^'^-(Qx + Cj)*'"""'-[(7 - n)k - 4 ] / 
[(7 — n)(k - l)(Cif + €2)^], a solution can be found as 
follows (n is a constant): 

p = -2p„C,4^Ci"~'^'\Ca + C3)""""V[Ci(7 - n)(C,t 

+ C2f\ + C, 

p = const = Po 

u = {Cix + Ci)l{Cxt + C2) (16) 

All parameters (except q) can be positive in a semi-infinite 
region of (x, t) provided that each constant Ci is positive. In 
addition, it is necessary that « * 7 to ensure p is not infinite. 

Analytical Solutions of 1D Unsteady Flow With Shock 

Governing Equations. The governing relations for the pa­
rameters just in front of and behind the normal shock in 1-D 
flow are shown as follows (Shapiro, 1954): 

Mj = [Mj + 21 {k - \)V[2kMJI{k - 1) - 1] 

T,ITf= 2(k 1)[1 + (k- l)M}/2][2kM}/(k - 1) 

- l]/[{k+ DMfV 

Pripf = [2kM} ~{k- l)]/(/fc + 1) 

Prlpf={PrlPf)l{T,ITf) 

Ur/Uf = Pf/pr 

Ar^Af (17) 

Similar to common practice it is assumed that the thickness 
of the shock is infinite thin. In addition, the geometric position 
of the shock is considered steady, only the absolute strength of 
shock and the parameters in the upstream and downstream fields 
of the shock are unsteady. Therefore, there are no unsteady 
terms in Eq. (17). Furthermore, it is assumed that there is only 
one shock in the flow field which position is at x = 0; the flow 
is isentropic outside the shock. Then, the duty to establish an 
analytical solution of an unsteady 1-D flow with shock is equiv­
alent to finding out unsteady analytical solutions of isentropic 
flow in the region x < 0 and x > 0 respectively, and their 
parameters at x = 0 have to satisfy Eq. (17). 
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Unsteady Analytical Solution. (14) It is found out that 
the abovementioned isentropic constant Mach number solution 
(3) can be modified to satisfy Eq. (17), which expressions are 
as follows: 
In the region JC < 0: 

u = 2C„(C„^ + C2) / Cl 
( f e - 1)M? 

+ 2 f + Cl 

T = u^/(kRMj) 

. A = C^iCoX + C2)'' 

and in the region x > 0: 

u* = 2C*{C*x + Cf) I \ C*' 

(18) 

{k- l)Mt 
+ 2 t+ Cf 

A* = Cf(C*x + c^ i^ ' c^ - 'K ' ' - ' (19) 

The constants C, and C,* are not independent, the relations 
between them are as follows: 

C* = C„V{4/[(fe- l)Mj] + 2 } / { 4 / [ ( / c - l)M?] + 2} 

Cf = C, 

C? = Q 

^ . ^[2/(fc'l)]2{l/JVf2-l/^fJ) 

C4 — C^ 
2/cM / k + 1 

A: + 1 

(k+ l)^Mj 

2{k - \)[\ + {k- l)M}l2][2kM}l{k - 1) - 1] 

(20) 

Mf and Mr in abovementioned relations are the constant Mach 
number in front of and in rear of the shock, they are not indepen­
dent and have to satisfy the first equation of relations (17) and 
Mf has to be larger than unity. 

If each C, is positive and C2 > — C„A:n,i„ (JC,nin < 0 which is 
the minimum value of x in the region of interest), then all 
thermodynamic parameters, velocity and flow area will be posi­
tive. 

The one-dimensional flow area of this solution is continuous 
along the flow path. However, the flow area gradient is not 
continuous at the shock position, it means the flow channel has 
a corner at A; = 0. If M/ > 21 {k — 1), the flow channel is 
convergent in front of the shock and divergent after the shock, 
i f M / < 2lik - 1), whole channel is divergent but the diver­
gence angle is larger in rear of the shock, if Mf = 2l{k - 1) 
the channel area is constant in front of the shock but still diver­
gent after the shock. 

The initial and boundary conditions can be derived from 
Eqs. (18) and (19) with given initial time value and geometric 
boundary values. The variations of Mach number, flow area 
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Fig. 1 The variation of Mach number 

1.4-1 

1 .2-

1.0-

0 . 8 -

A 

" 1 -
X 

1 1 — 

-1.0 0.0 1.0 

Fig. 2 The variation of fiow area 

200 

150 

100 

50 

. ( = 0.0 

« = 0.25 
f = 0.5 
/ = 1.0 
— X 1 1 1 1 — 

-1.0. 0.0 1.0 

Fig. 3 The variation of velocity 

and velocity of this solution are presented in Figs. 1, 2, and 3 
with k = 1.4, Mf = ^ll, Co = C, = C^ = C, = I and C2 = 100. 
The variations of temperature, pressure, and density are qualita­
tively similar to the variation of velocity. 

Analytical Solution of 2-D Unsteady Isentropic Flow 

Governing Equations. The governing equations for 2-D 
unsteady isentropic flow of perfect gas are as follows: 

dp ^ dipu) ^ djpv) ^ ^ 

dt dx dy 

O d d 
\- u 1- u — • 

dt dx dy 
u + 

p dx 

Journal of Fluids Engineering DECEMBER 1998, Vol. 120 / 763 

Downloaded 03 Jun 2010 to 171.66.16.146. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



d d d\ 1 dp ^ 
at ox ay J p ay 

p/p'' = Const. 

p=^ pRT (21) 

Analytical Special Solution. (15) It is found out that an 
explicit analytical special solution of governing equations (21) 
can be expressed as follows: 

u = lC„C,[Co{C,x - Vl - Cly) + C{[[ik + l)Clt 

+ c,]- C.-l\ 

V = -2C„Vl - CUCACsX - Vl - Cjy) + C^Uik + l)Clt 

+ C,]-' + C3C5 

p = C,R(k - l)"'<*-"(/fci;)-*'<^-'>Cf'<*-"[C„(C5;c 

- Vl - cjy) + C2]^"^'"''\(k + l)Clt + C,]-"'**-" 

p = C,{k - l)^'"=-"(/fc«)-"<'=-"C^«*-"[C„(C5;c 

- Vl - Cly) + C^Y'^'-'Mk + \)Clt + C,]-^'"-'> 

r = (fc - \)\kR)-'Cl[Co{CiX - Vl - Cly) 

+ Cifiik + \)Clt + CxY^ (22) 

The reasonable range of constant C5 is | Cj | s 1. When C5 = 
1, the solution (22) degenerates into an analytical solution with 
constant velocity component v\ when C5 = 1 and C3 = 0, it 
degenerates further into a one-dimensional unsteady solution 
with constant Mach number M = II{k - 1). 

The initial and boundary conditions of solution (22) can be 
derived by setting up the boundaries of time and space regions 
of interest. It represents an unsteady supersonic flow with un­
steady boundary. The general shape of the unsteady flow line 
is an inclined logarithmic curve. For example, when C5 = 0 the 
expression of the unsteady flow lines can be integrated as: 

y = C^[{k + \)Clt + Ci] In {C,x + C2)ICl + Cs (23) 

Figure 4 represents the variation of streamlines with time when 
C„ = 1, C, = 1, Ca = 1, C3 = 0.5, C5 = 0, Q = 0 and 0.6 as 
well as ^ = 1.4. 

Summary 
Some explicit analytical solutions of unsteady compressible 

flow have been derived and given, which include I-D isentropic 
unsteady flow, 1-D constant friction coefficient and constant 
channel area unsteady flow with heat transfer, 1-D constant 
channel area unsteady flow with variable friction coefficient 
and heat transfer, 1-D unsteady flow with variable channel area, 
friction coefficient and heat transfer, 1-D isentropic unsteady 
flow in front of and in rear of an unsteady absolute strength 
shock and 2-D isentropic unsteady flow. 
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Fig. 4 The variation of streamline 

According to the knowledge of the author, no analytical un­
steady compressible solutions have been published in the open 
literature. The abovementioned solutions will be valuable to the 
theory of unsteady aerodynamics, especially to the CFD as the 
standard solutions to check the numerical solutions and to de­
velop the numerical computation approaches such as the differ­
encing schemes, grid generation methods and so forth. 
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The solution (1) is proposed by a referee to generalize the 
original solution p = C2 exp[Ci(j: - «„/)/«„] given by the 
author as a special case of solution (11). 
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Turbulence Measurements of a 
Longitudinal Vortex Generated 
by an Inclined Jet in a Turbulent 
Boundary Layer 
A longitudinal vortex in a flat-plate turbulent boundary layer was examined in a 
wind tunnel experiment using Laser Doppler Anemometry. The vortex was produced 
by an inclined round jet (D = 14 mm) in the turbulent boundary layer (60.99 ^ 25 
mm). The jet nozzle was positioned at pitch and skew angles of 45 deg to the oncoming 
stream, and the jet speed ratios (jet speed/freestream flow speed) were 0.5, 1.0, and 
1.5. The flow was characterized by embedded vortices, induced high turbulent kinetic 
energy peak, local areas of high primary shear stress, and negative shear stress. 
Two types of normal stress evolution were observed: (a) low normal stress beneath 
the vortex on the upwash side and high normal stress above the center of the vortex, 
caused by spanwise momentum transfer and local turbulent production; (b) high 
normal stress beneath the vortex on the upwash side and high normal stress coinciding 
with the center of the vortex, produced by spanwise and transverse momentum transfer 
of a vortex away from the wall with turbulent convection playing an important role. 
The study provided a database for numerical modeling effort. 

1 Introduction 
It has been known that a longitudinal vortex, once created, 

is able to maintain its strength in a boundary layer (Shabaka et 
al., 1985). Thus it is possible to utilize the vortex and/or a 
spanwise distribution of vortices to create (i) spanwise momen­
tum transfer, and (K) transverse convection. Possibilities then 
exist for turbulent flow control, including heat transfer enhance­
ment and separation/stall prevention, etc. The arrangement of 
the vortex or vortices in terms of the size and position within 
the boundary layer is itself a complex issue, which is further 
complicated when the vortices are produced by various means, 
e.g., vanes, winglets and jets (Wallis, 1956). Studies based on 
one device will not necessarily be applicable to another. In the 
past, longitudinal vortices generated by vanes and winglets have 
been studied extensively (Bushnell, 1993). The purpose of this 
study is to examine the turbulent stress in a flat-plate turbulent 
boundary layer with an embedded longitudinal vortex generated 
by an inclined jet. It follows an earlier experimental examination 
of the mean properties of the flow (Zhang and Collins, 1997). 

Past studies with direct relevance to the present study were 
performed by Wallis (1956), Johnston and his co-workers 
(Johnston and Nishi, 1990 and Compton and Johnston, 1991), 
Zhang and Collins (1993), Zhang (1995), and Selby et al. 
(1992) where either an inclined jet or an array of jets were 
used. Past measurements have concentrated on the mean flow 
features. Among these studies Johnston and Nishi (1990) and 
Compton and Johnston (1991) performed well-executed mea­
surements. A survey of the past studies suggests that there is a 
lack of information on the turbulent stress field, which is im­
portant in validating numerical models. A closely related area 
is the research on solid vortex generators, which has produced 
databases of turbulent stress field. Shabaka et al. (1985) showed 
that the circulation around the vortex embedded in the boundary 
layer was almost conserved, being reduced only by the span-

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF F1.UIDS ENGINEERING . Manuscript received by the Fluids Engineering Division 
May 12, 1997; revised manuscript received July 6, 1998. Associate Technical 
Editor: J. K. Eaton. 

wise-component of the surface shear stress. The behavior of the 
various components of eddy viscosity suggested that simple 
empirical correlations for these quantities used in a number of 
turbulence models are not likely to yield accurate flow predic­
tions. Cutler and Bradshaw (1993) measured a similar flow 
field but with a different arrangement of vortex generator. They 
also showed the complexity of the flow near the separation line 
and in the vortices and the interaction was expected to be diffi­
cult to model. Shizawa and Eaton (1992) measured longitudinal 
vortex development in a three-dimensional turbulent layer. They 
pointed out the existence of a negative primary stress area in 
the boundary layer. These studies are experimental in nature and 
were performed with either hot-wire anemometry or pressure 
probes. In the current study, we examine the inclined jet induced 
vortex flow and cover an area spanning the near-field where 
the primary vortex is formed and far-field where the dominant 
physics are turbulent production and dissipation. It is reasonable 
to believe the flow field would be at least equally complicated. 

2 Description of Experiment 
The experimental study formed part of an overall investiga­

tion of streamwise vortices generated by air jets, including nu­
merical simulation (Zhang and Collins, 1993). The model tests 
were conducted in the R. J, Mitchell wind tunnel, which has a 
low speed closed circuit with a 3.5 m X 2.6 m test section. 
The tests were run at a freestream speed ([/„) of 20 m/s. The 
freestream turbulence level was 0.3 percent. In the tests, a round 
jet nozzle was attached to a flat-plate with its exit flush with 
the plate surface (Fig. 1). The jet interacts with the oncoming 
boundary layer. A sketch of the test arrangement is given in 
Fig. 1, where the local Laser Doppler Anemometry (LDA) 
measurement coordinates are employed. The plate was 2.43 m 
in length and 10 mm in thickness with an elliptic leading edge 
(Fig. l{b)). It was installed across the span of the test section 
at a height of 0.9 m above the tunnel floor. The boundary-layer 
transition was fixed by a 10 mm wide sand band located 100 
mm downstream of the leading edge. A flat-plate boundary 
layer was produced by this arrangement (see Fig. 2) . Spanwise 
measurements confirmed the boundary layer was two-dimen-
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30 r 

Fig. 1 Schematics of (a) coordinates system based on LDA measure­
ment coordinates and {b) modei dimensions 

sional with a skin friction coefficient of 0.0033 aX x = -100 
mm (Zhang and ColUns, 1997). The jet nozzle was formed by 
a straight, round tube of 14 mm diameter. The length of tube 
was 100 mm. The tube was connected to a compressed air 
supply and pressure controlled by a Fisher valve. The pitch 
angle of the jet, a, and the skew angle, /5, were 45 deg. The 
velocity ratios (ratio of jet speed/freestream speed), X, were 
0.5, 1.0, and 1.5. 

For each flow setting, Laser Doppler Anemometry (LDA) 
measurements were conducted on cross-planes (normal to the 
wall) at X = 5, 10, 20, 30, and 40JD. The LDA system is a 
three-component DANTEC system. It consists of a 5 W Ar-ion 
laser generator, a 60 X 33 safety cover, a 60 X 40 transmitter, 
six 60 X 24 Fibre manipulators, two 60 X 10/60 X 11 transduc­
ers, two 55 X 12 expanders, and two 55 X 59 lenses. Seeding 
was provided by two DANTEC 55L18 seeding generators. The 
seedings were released into the nozzle flow after the Fisher 
valve; we found this practice created very small disturbances 
to the flow. The number of measurement points in a plane 
ranged from 720 to 790. The nearest sampling point was 0.95 
mm from the wall. The LDA signals were analyzed using three 
DANTEC Burst Spectrum Analyzers. On average, a total of 
5000 bursts (instantaneous samples) were collected for each 
point. The typical coincidence rate was above 30 percent, which 
gave at least 1500 samples per point for the stress analysis. 
The measured data are presented in terms of velocity vectors, 
streamwise vorticity, normal stresses (uu, vv, ww), shear 
stresses (HV, VW, UW), and stress production and convection. 
Natural cubic splines were used to obtain the derivatives of U, 
W, V with respect to the measurement coordinates x, y, z. 

20 

+ 

10-

x=-100mm, y=Omm 
ln(z*)/0.41+5.2 

1 1 1 1 1 , 1 1 — I I 11 

10° 10' 10^ 10^ 10^ 

Fig. 2 Mean oncoming fiow profile and the iogarithmic iaw-of-the-wail 

In presenting the data, unless otherwise stated the velocity is 
normaUsed by t/™ and length scales by D. 

The likely uncertainties in the mean flow and positional mea­
surements were given by Zhang and Collins (1997). Uncer­
tainty in the pitch and skew angles of the jet is ±0.25 deg. 
Uncertainty in the measurement position is approximately 
±0.16 mm. For the turbulent stress measurements, an estimation 
of the 95 percent uncertainties was obtained following the pro­
cedures given by Benedict and Gould (1996). In Fig. 3, exam­
ples are given of uncertainties of normal stress, Tiu, and primary 
shear stress, -Uw, measurements. Typical values are: MM", 
WW < ±13 percent; w, uv, Uw < ±16 percent; and iw < ±13 
percent. As the number of samples varied in the measurement, 
the estimation of the final uncertainties was difficult. The above 
numbers represented the worst cases. In general, it was found 
that around the center of the vortex and near the wall the uncer­
tainties were higher. The smoothness of the results suggested 
that the actual uncertainties were better than the numbers quoted 
above. 

3 Results and Discussion 
Major features of the mean flow field were discussed by 

Zhang and Collins (1997). Here, only a summary of the mea­
sured vortex parameters are listed in Table 1. We note in Table 
1 the circulation level, F, is listed. In calculating F, we have 
neglected the contribution from data with Vl a -0.02 to avoid 
misleading results due to noise. The data are provided in aid of 
later discussions of turbulent stress evolution. In presenting the 
results, we often use the term "near-field." In fact, for the 
current vortex flow, it is rather difficult to define a near-field. 
If we were to use the formation of a single, dominant vortex 
as a guide, then the near-field would end between x = 5D and 
IOJD for the present flow. It is worth noting from the mean 
flow study that the secondary flow at the three jet speeds is 
characterized by a longitudinal vortex, which in appearance is 
similar to that generated by a winglet/vane (Shizawa and Eaton, 

Nomenclature 

D = jet hydraulic diameter 
U,V,'W = mean velocity components in 

x,y, z directions 
U* = dimensionless, sublayer-

scaled, velocity, UlUr 
u, V, w = fluctuating velocity compo­

nents inx, y, z directions 
Ur = friction velocity 

, J), z = cartesian coordinates 
z^ = dimensionless, sublayer-scaled, 

distance, M^Z//.* 
a = jet pitch angle 
/? = jet skew angle 
\ = jet velocity ratio, V/C/oo 
n = longitudinal vorticity, {dWIdy 

- dV/dz)D/U„ 

r = circulation level normalized by 
UJD' 

Subscripts 
( )oo = free-stream condition 
( ); = jet flow condition 
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x=5D, 1=0.5 
Low value 

uu (mW 

Fig. 3 Examples of 95 percent uncertainty in jiormal and shear stress 
measurements across the boundary layer; (a) uu and (b) -uw 

1992). However, it does have its own special characters. An 
area of counter-rotating vorticity exists to the right of the main 
vortex. This is more apparent at ;>: = 5D for the X = 1.5 jet, 
where a counter-rotating vortex exists in the secondary vectors 
(see Zhang and Collins, 1997). This particular feature will 
introduce a convective mechanism into the secondary flow. Be­
tween X = 5D and lOD, this counter-rotating vortex disappears 
and the main vortex dominates. The strength of the vortex quan­
tified by the magnitude of fi drops sharply after the first mea­
surement station at x = 5D (see Table 1). We have noticed 
that after x 5= 30D, the reduction in circulation level, T, and $7 
is small but the size of the vortex is increased. At X. = 1.0, the 
measured T drops from —0.612 at x = 5D to —0.464 at x = 
lOD, -0.342 atx = 20D and -0.263 atx = 30D. This suggests 
that the turbulence dissipation begins to play a bigger role. One 
interesting feature of the mean flow is the relative position of 
the local maximum vorticity (n,„) to the center of vortex. At \ 
= 0.5 and 1.0, and \ = 1.5 at x = 5D, the position of the 
maximum local vorticity lies to the right and beneath the center 
of vortex on the upwash side (Compton and Johnston, 1991). 
A similar feature was also discussed by Westphal (1987). In 
the case of \ = 1.0, fi^ always lies about 0.3D beneath the 
center. However, at \ = 1.5 the location of the maximum local 
vorticity and the center of vortex coincide, suggesting a different 
type of vortex development. 

The normal stress distributions are found to be rather similar. 
As such we only present examples of normal stress in the longi­
tudinal direction (uu in Figs. 4 - 6 ) at selected locations. For 
all the normal stresses, the affected area inside the boundary 
layer is obviously increased as the vortex size enlarges down­
stream, and their maximum values are reduced. As to the magni­
tude, all normal stresses seem to be comparable with each other. 
At x = 5D, the measured normal stress values are high. This is 
caused by the wake after the jet and the value quickly decreases 
downstream at the three jet speed ratios. The characteristics of 
the uii distribution are different for the three jets. At \ = 0.5 
the main vortex cannot be observed at A: = 40D. As the result 
of the break-up of the vortex, the Tiu distribution is similar to 
that of a typical two-dimensional turbulent boundary layer. At 
x = 5D, local areas of high uu distribution are located above 
the center of the vortex and a local area of low uu distribution 

Fig. 4 uu/Ul contours at ^ = 0.5. •—center of the vortex 

beneath it. At x = 20O, a local peak value can still be observed 
but this feature quickly disappears and at x — 40D is no longer 
present. An interesting feature is that the local high uu is located 
above the center of the vortex and the local low MM beneath it 
and to the right side (on the upwash side). This feature is also 
present for the \ = 1.0 flow but not for the \ = 1.5 flow (see the 
following discussion). At \ = 1.0 (Fig. 5), the characteristics of 
the UM distribution are broadly similar to those at \ = 0.5, 
though the X. = 1.0 jet is seen to produce larger modification 
to the flat plate boundary layer. At x = 5D, the cross-plane 
distribution of mi shows two local areas of high Ttu distribution, 
on both sides of the center of vortex. The one to the left is 
located slightly below of the center of the vortex and the one 
to the right is located slightly above. This feature is similar to 
that of a normal jet in cross-flow where two contra-rotating 
vortices roll up inside the jet. In the present flow, the high uu 
distribution is closely associated with the forming of the main 
vortex and will eventually dominate the flow. One can surmise 
that for the X = 0.5 jet this feature could still exist at an upstream 
cross-plane but disappears following the formation of the main 
vortex. At X = 1.5 (Fig. 6), the characteristics of the MM' distri­
bution differs from those at X = 1.0. It is clear that the boundary 
layer is modified significantly by the embedded vortex. Initially 
though at X = 5D the cross-plane distribution of Tiu is similar 
to the X = 1.0 flow in that there are again two local areas of 
high m distribution, on both sides of the center of the vortex. 
Farther downstream of x = 5D, the normal stress distribution 
shows different characteristics. We have seen that at X = 1.0 
the local area of high uu is located above the center of the 
vortex to the right. The local area of low uu is located beneath 
the center and to the right on the upwash side. However, at X 
= 1.5, this feature is not present. Instead, the local area of high 
Tiu coincides with the center of the vortex. The local area of 
low Tm beneath the center of the vortex is rather small and is 
located slightly to the left on the downwash side. On the upwash 
side there is an area of high normal stress on the downwash 
side. 

In analyzing the evolution of the normal stress, we examined 
the turbulence production and convection of the stresses (Shi-
zawa and Eaton, 1992) and concentrated on uii. We employed 
the cartesian tensor notation. The turbulence production of stress 
Ty is given as —Tn^dVjIdXk — Tji^dVi/dxt and the convection 
term is given as v^dTijIOxk. In calculating these terms we as­
sumed a "slender flow" and omitted the contribution due to 

Table 1 Vortex development 

il. 
yJD 
ZcID 

n,„ 
y,JD 
zJD 

r 

X = 5D 

-0.387 
-0.039 

0.462 
-0.435 

0.056 
0.395 

-0.350 

X = 0.5 

20D 

-0.072 
0.621 
0.718 

-0.087 
0.614 
0.439 

-0.331 

40D 

n/a 
n/a 
n/a 
n/a 
n/a 
n/a 

-0.031 

x = 5D 

-0.769 
0.244 
0.732 

-1.025 
0.353 
0.434 

-0.612 

\ = 1.0 

20D 

-0.156 
0.653 
0.863 

-0.206 
0.915 
0.569 

-0.342 

40D 

-0.105 
0.969 
1.079 

-0.198 
1.210 
0.794 
n/a 

X = 5D 

-1.389 
0.252 
1.154 

-1.725 
0.409 
1.067 

-1.284 

X = 1.5 

20D 

-0.612 
0.553 
1.519 

-0.632 
0.555 
1.458 

-0.991 

40£) 

-0.339 
0.991 
1.679 

-0.341 
1.028 
1.672 

-0.749 
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x=5D, X=1.0 

Fig. 5 u u / ( ^ contours at \ = 1.0 

the longitudinal flow variation. In Fig. 7 the dominant physics 
in the stress production is the turbulence production term. The 
local low value area in the turbulence production is located 
beneath the center of the vortex and coincides with the local 
area of low normal stress on the upwash side of the vortex. 
This feature also exists at \ = 0.5, indicating the same physics. 
The convection term, in contrast, is rather weak. It is also im­
portant to note that there are no negative areas in the normal 
stress turbulence production at this location. An examination of 
the turbulence production and convection of the normal stress 
at X. = 1.5 reveals different characteristics, pointing to different 
physics (Fig. 8). First, in the turbulence production distribution, 
a local high value area is located beneath the center of the 
vortex and on the upwash side. This contributes to the observed 
high normal stress in that area. Equally important is the contri­
bution from the convective mechanism (Fig. 8(fc)), which dif­
fers from that at X. = 1.0. Also at \ = 1.5, an area of low 
turbulence production occupies an area surrounding the center 
of the vortex, leading to rapid reduction in the normal stress in 
that area. It seems that the \ = 0.5 and 1.0 jets possess a 
different physical mechanism in modifying the near-wall flow 
than the X = 1.5 jet. The vortex flows generated by the X = 
0.5 and 1.0 jets create vortices embedded inside the boundary 

(b) 

•?• .'-' v''..v \ 

,:. .., î-;A ^ 
-4 0 2 

y/D 

Fig. 7 (a) Turbuience production of uu at X = 1.0 and x = 20D; [b] 
turbulence convection of uu. Contour variables normalized by Ul/D. 

layer. The vortices generate areas of local velocity variation, 
leading to production (or reduction) of the normal stress in the 
near-wall region. At X = 1.5, a vortex of much larger strength 
is produced and located farther away from the wall. This vortex 
creates spanwise and transverse momentum transfer, much in 
the traditional winglet/vane vortex generator fashion. Partly as 
a result of the convective mechanism, a local area of high nor­
mal stress is produced beneath the center of the vortex and on 
the upwash side. It seems that although the modifications to the 
normal stress field in the boundary layer are significant, the 
effect on the near-wall region is perhaps not as effective as the 
X = 0.5 and 1.0 jets. This observation has implications in turbu­
lent flow control applications. The stress distributions possess 
features similar to those in a solid vortex generator flow. There 
are other different features. For example, the local area of high 
normal stress near the core of the vortex, though significant, 
does not have the large, almost singular feature as that reported 
by Cutler and Bradshaw (1993). There may be several reasons 
for this: the vortex is embedded in the boundary layer and thus 
the turbulence diffusion plays an important role; and the jet 
flow allows for less longitudinal velocity drop than that in a 
winglet/vane flow. 

The measured shear stresses also point to a bigger distortion 
in the boundary layer at X = 1.5. The measured primary shear 

x=5D, X=1.5 

Fig. 6 uu/Ul contours at \ = 1.5 
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Fig. 8 (a) Turbulence production of uu at \ = 1.5 and x = 20D; (b) 
turbulence convection of uu. Contour variables normalised by Ul/D. 
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Fig. 9 -uw /Ul contours at \ = 0.5 

Stress -uw does reveal an important feature of the flow, namely 
the existence of an area of negative -uw between the center 
of the vortex and the wall (see Figs. 9-11). This area of nega­
tive —uw is located directly beneath a local area of high -
uw. The areas of low primary shear stress and high primary 
shear stress are separated in the transverse direction by the 
center of the vortex. This characterizes the flow at all the jet 
speed ratios tested. At X = 0.5, the negative value exists at x 
= 5D and the minimum negative -TcwIUl, is -5.06 X 10^''. 
This negative area of —Im was not observed ai x = 20D and 
40D. At X. = 1.0, the minimum negative value of -uw/Ui 
drops sharply from -2.30 X 10"' at;c = 5D to -1.75 X lO"' 
atx = lOD, -3.86 X lO"" at A; = 20D, and -4.58 X 10"' at 
X = 30D. Similar development is also noticed at \ = 1.5. 
However, at \ = 1.5, the stress distribution differs from that at 
X. = 1.0 in that the local area of high -uw spreads out to an 
area outside the otherwise 2-D boundary layer. Shizawa and 
Eaton (1992) have pointed out that for a three-dimensional 
vane produced longitudinal vortex flow the negative area of 
-uw is caused by the mean flow velocity distribution which 
introduces sign change in the velocity gradient. The present 
observation supports their view. It is clear that the vortex intro­
duces a wake flow leading to the negative —uw area. 

Analysis of uv and vw also reveals complex patterns (Figs. 
12-13). At X = 0.5 the main vortex is broken-up downstream, 
leading to a slightly different shear stress pattern from those at 
X = 1.0 and 1.5 (Fig. 12). Figure 12 also shows local near-
wall uv distribution due to the strong convective effect of the 
vortex at X = 1.5. We will now concentrate on the secondary 

Fig. 11 -uw/Ui contours at }i = 1.5 

shear stress iw. At X = 1.0 and 1.5, there are two local areas 
of positive vw on both sides of the center of the vortex (' 'butter­
fly" shaped distribution), and a local area of negative vw on 
top of these positive shear stress areas. The center of the vortex 
is located amongst the three particular distributions of the shear 
stress. The butterfly distribution is associated with the counter-
rotating vortices generated by the initial jet and boundary layer 
interaction. However, the spanwise moment in the positive 
y-direction due to the inclined jet tends to modify the shape of 
the butterfly distribution, leading to a single area of positive 
vw much like the shape at X = 0.5 and x = 20D. The local 

•NI 

4 

3 

2 -

x=40D, X=0.5 

- 2 0 2 4 6 
y/D 

Fig. 10 -uw/Ul contours at \ = 1.0 Fig. 12 uv/Ul contours 
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Fig. 13 ~ / U ~  contours 

area of high ~ to the right of the center of the vortex tends to 
spread out to a larger cross-plane area as it evolves downstream. 
In fact, measurements suggest the shear stress in this area is 
always larger initially but will drop relatively quickly down- 
stream. This phenomenon will be explained later when the stress 
production and convection are discussed. The particular shear 
stress distribution exists for all the measured cross-planes at k 
= 1.0 and 1.5. Again, the size of  the vortex increases and the 

Oi! x=SD o4 .-, 
~:,. ~!~:!i!:~ ",,,,i ,,'~ 

o 
y/D 

i 2 

• . . . . .  o.oooi  

o 
y/D 

e 

i r - - /  I 0 2 
y/D 

i 2 

Fig. 15 Turbulence convection of uw at k = 1.0. Contour variables nor- 
malized by U~ID. 

peak value of ~ drops downstream. For example, at k = 1.0, 
the peak positive ~ /U~  value drops from 4.81 × 10 -3 at x = 
5D to 1.95 x 10-3 at x = 10D, 1.07 × 10 -3 at x = 20D, and 
7.24 × 10 -4 at x = 30D. Our measurement suggests that the 
level of  shear stresses varies significantly across the cross-plane. 
For solid vortex generators, past measurements have suggested 
a smaller ~ typically at least four times smaller than ~ (Shi- 
zawa and Eaton, 1992). This is not observed for the inclined 
jet  produced vortex flow. 

x=5D -o 

" ,, ::?.:-:-~:::'-, oo",, a ,' /,'/,','7",",', "',',~ ", 

- 0 . . . .  2 . . . .  
y/D 

2 [ ~  ,-' ......... 
t x=10D ,,'" ,, ........ , "", 

1 -,,+~:::+++_~ 

.... ,.,0 , ~ ~  . . . . .  0 ,5:22"" -'']': 
0 2 4 

y/D 

X=2 

, , , , i , , , , i , , , , i 
- 0 2 4 

y/D 

Fig. 14 Turbulence production of uw at k = 1.0. Contour variables nor- 
malized by U2~/D. 

x=5D 

i , '  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
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Fig. 16 Turbulence production of vw at k = 1.0. Contour variables nor- 
malized by tJ~lD. 
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Fig. 17 Turbulence convection of vw at k = 1.0. Contour variables nor- 
malized by U~ID. 

Contributions to the primary stress ~ and secondary shear 
stress ~ in terms of turbulence production and convection are 
calculated. Here only selected k = 1.0 results are presented as 
others are similar (Figs. 14-17).  We note that at x = 5D the 
turbulent convection plays a relatively important role in defining 
the shear stress production in the near-wall region and around 
the center of the vortex. However, farther downstream, the con- 
tribution from the convection is at least an order of magnitude 
smaller than the production. This is expected as the vortex is 
rather weak. The major physics in defining the stress production 
and distribution is thus the turbulence production and dissipa- 
tion (not measured). This agrees with the observation by Shi- 
zawa and Eaton (1992). However, the distribution of the turbu- 
lence production (Figs. 14 and 16) are different from the results 
obtained for a 3-D flow and a solid vortex generator. A local 
high ~ production corresponds to the negative -~TV in Fig. 
10. This area of high ~ production is larger than the area 
occupied by negative Vff production above it. In Fig. 16, areas 
of positive ~ production co-exist. The negative ~ production 
to the right of the center of the vortex acts to reduce the value 
of the high ~ on the right of the vortex (see Fig. 13). As a 
result of this, farther downstream of the jet exit, the area of 
positive ~ to the right of the vortex would eventually disap- 
pear. 

4 Summary 
This study examines the turbulent flow field produced by 

an inclined jet in a fiat-plate turbulent boundary layer. The 
measurements suggest that complex flow physics exist around 
the center of the vortex and in the near-wall region. Therefore 
two-equation turbulence models will not be able to reproduce 
all the major physics, particularly between the vortex and the 
wall where areas of negative primary shear stress, and local 
low normal stress exist. The study is therefore justified in that it 

provides a database for numerical predictions employing stress 
models. 

The initial secondary flow field is influenced by the turbulent 
wake behind the jet. While a main vortex is produced, an in- 
duced counter-rotating vortex (or vorticity) is also generated 
which characterizes the flow. The main vortex eventually domi- 
nates. The normal stresses exhibit different characteristics at 
the three jet speed ratios. At X = 0.5 the main vortex breaks 
up relative quickly and the turbulent flow field thus has different 
features from those at k = 1.0 and 1.5. A very significant 
difference though exists between the k = 0.5 and 1.0 jets and 
the k = 1.5 jet. At k = 0.5 and 1.0, a local area of high normal 
stress is located above the center of the vortex and an area of 
local low normal stress below it on the upwash side. Local 
turbulence production dominates the normal stress generation 
process. A major contributing factor in the process is the span- 
wise momentum transfer and resulting velocity variation caused 
by the embedded vortex. At k = 1.5, there is a local area of 
high normal stress coinciding with the center of the vortex and 
an area of low normal stress located beneath the center on the 
upwash side. A smaller area of low normal stress also exists 
beneath the vortex but to the downwash side. While the local 
turbulence production is still the dominant factor, the convective 
mechanism also plays an important role. The primary shear 
stress -u--~ has a local negative area just below the center of 
the vortex and an area of high - f i ~  above it. The negative 
-u-~  area is caused by the wake region created by the main 
vortex. This feature persists downstream. While initially the 
convection mechanism contributes to the shear stress generation 
process, farther downstream as the single longitudinal vortex is 
formed, the turbulence production makes the largest contribu- 
tion to the shear stress production in the flow, being an order 
of magnitude higher than the convection mechanism. 
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Spatial Structure of Negative 
duldy in a Low Re Turbulent 
Boundary Layer 
Multiple line Molecular Tagging Velocimetry (MTV) measurements are used to ex­
plore the flow fields associated with wall region negative du/dy in a low Rg turbulent 
boundary layer. Velocity and velocity gradient statistical profiles establish the present 
flow as a canonical flat plate boundary layer. Spatial correlations of du/dy in the 
(x, y) plane, and the probability of observing negative du* /dy* exceeding a negative 
threshold of —0.25 reveal the highly significant presence of negative du/dy in the 
region 25 ^ y"" :s 35. Examination of the instantaneous flow fields underlying 
the conditional pdf indicates that there are two primary contributing motions: (i) 
streamwise shear layers and (ii) compact regions containing ±du/dy. The impor­
tance of these motions to wall region turbulence production is discussed. 

Introduction 
Research over the past thirty years has revealed the existence 

and importance of coherent vortical motions in wall bounded 
turbulence (e.g., Willmarth, 1975, Robinson, 1991). Accompa­
nying and fostering these findings have been significant ad­
vances regarding the capability to obtain spatially resolved mea­
surements of the vorticity and velocity gradient fields (e.g., 
Wallace and Foss, 1995). This emphasis, in large part, stems 
from the notion that velocity gradients and vorticity are optimal 
relative to revealing the evolution and dynamical significance 
of wall region coherent motions. In connection with this general 
view, a growing number of studies (e.g., Jimenez et al., 1988; 
Falco et al , 1990; Rajagopalan and Antonia, 1993) have identi­
fied the statistically significant existence of instantaneous near-
wall spanwise vorticity, ui,, - (dv/dx - duldy), having sign 
opposite that of the mean vorticity, Q.^ (i.e., positive in a coordi­
nate system in which the flow is in the positive x direction and 
y increases in the direction normal to the wall). Owing to the 
dominance of the duldy contribution to CJ^ near the wall (e.g., 
Klewicki and Falco, 1996), these positive a), motions are pre­
dominantly characterized by negative duldy. A primaiy moti­
vation of the present work is based upon previous results by 
Klewicki et al. (1994) indicating strong associations between 
motions bearing negative duldy and \kit,_8m)ldy Reynolds 
stress gradient, as well as the transport of M^. The goal of the 
present work is to characterize the spatial structure of these 
motions through the study of highly resolved measurements and 
analysis of instantaneous u{y) and duldy{y) profiles. 

Experimental Conditions and Techniques 

The present study explores a two dimensional (in the mean) 
zero pressure gradient turbulent boundary layer over a smooth 
surface. As is typical, x increases in the flow direction, and y 
increases in the direction normal to the wall. Fluctuating veloc­
ity components are denoted u, v and w in the ;ic, y and z directions 
respectively. Vorticity component fluctuations are denoted by 
uj,;, ujy and w^. Mean quantities are denoted by upper case sym­
bols, and instantaneous quantities are identified with a tilde 
(e.g., Wj = n^ + W;). Inner normalizations (i.e., using v and 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING . Manuscript received by the Fluids Engineering Division 
September 24, 1997; revised manuscript received August 26, 1998. Associate 
Technical Editor: S. Banerjee. 

Mr = ^TJ p, where T„ is the mean wall shear stress, pdUldy\,„a) 
are denoted by a superscript " + ." 

Flow Facility and Conditions. The experiments were con­
ducted in a recirculating water channel having test section di­
mensions 15 cm X 15 cm X 105 cm. The zero pressure gradient 
boundary layer studied developed along the lower wall of the 
test section. The measurements were acquired at downstream 
locations between 69 cm and 73 cm from the test section inlet. 
In order to fix the location of transition, the flow was tripped 
at the test section inlet using a 1.6 mm diameter threaded rod. 
The free stream velocity was 0.242 m/s, and the axial free-
stream turbulence intensity was less than 0.5 percent. The mo­
mentum deficit thickness Reynolds number Re { = UoJ)lv) at the 
measurement station was 500. Owing to the large number of 
measurements near the wall, determination of the mean shear 
utilized the slope of the mean velocity profile in the viscous 
sublayer {y^ s 3). This method, when possible to implement, 
is believed superior to the Clauser plot technique, since it is 
more direct. 

Molecular Tagging Velocimetry. Multiple line Molecular 
Tagging Velocimetry (MTV) was used to measure instanta­
neous tt{y) velocity profiles at a number of streamwise locations 
simultaneously. Note that this technique was previously called 
Laser Induced Photochemical Anemometry (LIPA). Owing, 
however, to the fact that the technique can be used in both 
liquids and gases the more generic acronym MTV is now used 
(see, Gendrich and Koochesfahani 1996). The version of the 
technique employed herein is described in detail in Hill and 
Klewicki (1996), and thus only a brief recap is now provided. 

MTV relies on the relatively long emission lifetime of certain 
ultra-violet light activated phosphors. The present experiments 
used the photoluminescent chemical 1 — BrNp • CP — 
CD-ROH Jemmy Complex (hereafter G/3 - CD) developed 
by Ponce et al. (1993). Excitation by a 308 nm light pulse 
(produced by a Lumonics EX-700 excimer laser) yields visible 
spectrum emission (green) that can be imaged by our gated 
intensified CCD camera (ITT model 4577) up to about 10 ms 
after the laser pulse. The time delay between when the laser 
fires and when the camera shutters is controlled by a pulse/ 
delay generator. During this time delay, the line of excited Gp 
- CD displaces as a result of the fluid motion. Duration of the 
camera exposure is set at less than 20 percent of the delay. 
Generation of multiple lines was accomplished by a series of 
pinholes in an aluminum plate. With this method it is inherently 
easier to produce a set of co-planar parallel lines than with a 
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75.6 106.7 

Fig. 1 Video image of displaced MTV lines 

stepped mirror device. For the multiple line method, determina­
tion of velocity relies on the pointwise subtraction of undis­
placed (non-time delayed) line positions from the displaced 
(time delayed) line positions. (By curve fitting the region of 
maximum intensity transverse to the line at each pixel location 
along the line, these positions were determined to a resolution of 
less than 0.3 pixel.) For short time delays, Af, the instantaneous 
velocity nominally perpendicular to the line may then be deter­
mined by the Lagrangian formula, u = Ax/At. An image of a 
displaced set of lines is shown in Fig. 1. 

Apart from errors associated with the uncertainties in the 
measurement of Ax and At, when using the multiple line 
method there is an additional error associated with the inability 
to track unique material elements. For a line arrangement mea­
suring a and du/dy. Hill and Klewicki (1996) show that this 
relative error is described by the relation. 

Su , V du 

u u ay 
(1) 

where, Su is the error, and 0 is the component of velocity tangen­
tial to the MTV line. This relation indicates that for fixed time 
delay, significant relative errors can result under the condition 
of simultaneously large du/dy and v/u. Using wall region 
boundary layer data, where both du/dy and v/u become rela­
tively large, Hill and Klewicki (1996) show that to within a 95 
percent confidence interval (20:1 odds) use of typical time 
delays and camera magnifications yield maximum errors re­
sulting from this effect of about 1.3 percent. Overall the maxi­
mum error in the instantaneous velocity along the line is esti­
mated to be less than 4 percent for the present experiments. 

Velocity and Velocity Gradient Profiles. The statistical 
analyses herein utilized 3000 independent (nonsequential) 
video frames containing 7 instantaneous profiles each, as indi-

T 
- 1 0 1 2 3 

(dU/dy + 3u%)* (offset by 1) 

Fig. 2(6) 

Fig. 2 (a) 0*(y+), and (b) da*(y*). Numbers at the top of the velocity 
profiles indicate relative x * positions. 

cated in Fig. 1. According to the analysis of Klewicki and Falco 
(1990) this number of independent trials results in uncertainties 
(resulting from the lack of statistical convergence) in the rms 
of the velocity gradient of less than 1 percent, and even smaller 
for velocity statistics. Based upon this and the errors inherent 
to the MTV technique discussed above, the maximum uncer­
tainty in any of the statistical profiles presented herein are con­
servatively estimated to be less than 5 percent. The streamwise 
spacing between each profile is between 27 < Ax* < 38. Each 
u{y) profile extends from the wall out to y* s 170. The Ay* 
spacing between the individual measurements within each pro­
file is 0.92 viscous units (186 individual u{y) measurements 
per profile). 

Example sets of inner normalized u{y) and du/dy (y) profiles 
are shown in Fig. 2. In this figure, the u(y) profiles tire offset 
along the abscissa according to their Ax* separation, while the 

Nomenclature 

pdf = probability density function 
Rg = momentum deficit thickness 

Reynolds number, U^9/v 
R{Ay*) - spatial correlation for probe 

separation in wall normal di­
rection 

u,v,w = streamwise, wall normal and 
spanwise velocity compo­
nents 

{/oo = free-stream velocity 
«T = friction velocity, vrjp 

x, y, z — streamwise, wall normal and 
spanwise Cartesian coordinates 

6 = boundary layer thickness 
V = kinematic viscosity 
p = mass density 

T„ = mean wall shear stress, iidU/ 
dyly^o 

9 = momentum deficit thickness 
UJ^, LOy, 

u)^ = streamwise, wall normal and 
spanwise vorticity components 

Subscripts / Super scripts 

( ) ' = denotes r.m.s. value of a 
fluctuating quantity 

( ) = denotes time averaged 
quantity 

( ) = denotes total (i.e., mean 
plus fluctuating) quantity 

( )* = denotes normalization by u 
and Ur 
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Re 

500 

Table 1 Boundary layer integral parameters 

{/„ [m/s] u, [m/s] 6 [mm] S [mm] 6* [mm] 

0.242 0.0121 16.5 1.9 3.0 

duldyiy) profiles are offset by 1.0. The gradient profiles were 
obtained by differentiating the velocity profiles. This was done 
by taking the derivative of a sliding second order curve-fit of 
the u{y) data. For the case of time derivatives, this technique 
has been shown to be more robust in the presence of noise 
relative to multiple point finite difference techniques (Klewicki 
1989). The effects of spatial resolution were explored by vary­
ing the number of points in the curve-fit between 5 and 11. 
Based upon these results, the conditional and instantaneous 
analyses of the velocity derivative profiles utilized a 5 point fit 
having a net spatial extent of 4.6 viscous units. The effects of 
spatial resolution on the inner normalized rms gradient, {dul 
dy)'^, profile are explored further below. 

Results 
Results are first presented that establish the present flow as a 

canonical zero pressure gradient boundary layer. Time averaged 
spatial structure is revealed through spatial correlations. Condi­
tional information is then used to relate to the presence of 
negative duldy to long time structure. Lastly, the instantaneous 
spatial distributions of duldy underlying the observed condi­
tional structure are examined. 

Statistics and Correlations. Table 1 presents the integral 
parameters describing the boundary layer studied. These param­
eters exhibit good consistency with a typical flat plate turbulent 
boundary layer-albeit at very low Rg. Figure 3 shows inner 
normalized mean velocity data for the seven profiles measured. 
For convenience, M̂  was determined from the middle profile 
and subsequently used to normalized all of the profiles. A com­
parison between the present results and the logarithmic mean 
profile according to Coles (1968) parameters is also given in 
Fig. 3. The present profiles show good agreement in the slope 
but rise above the level of the Coles line. Similar observations 
have been made at higher Rf, (e.g., Blackwelder and Haritonidis 
1983) when Ur is derived from sublayer velocity gradient data 
rather than a Clauser plot. As prescribed by the current method 
of determining Ur, the sublayer velocity profile follows closely 
to the u* = y'^ curve. 

The scatter in the u'* versus y* curves of Fig. 4 is slightly 
greater than in the mean profiles, although the curves exhibit 
good agreement with established boundary layer data (e.g., 
Gad-el-Hak and Bandyopadhyay, 1994). In particular, the peak 

U*10-

3.0-| 

2 .5 -

2 .0-

u'*1.5 

1.0 

0 .5-

0 .0 - 1 1 1—I—I I I I 11 1 1—I—I I I I 1 1 — 
' 2 3 4 5 6 7 ' 2 3 4 6 6 7 ' 
1 10 100 

Fig. 4 Inner normalized rms u profiles 

in the profile occurs at y* ^ 12. On the other hand, the magni­
tude of the peak value (near 2.9) is about 10 percent larger 
than what other studies at similar Reynolds number report (e.g., 
Wei and Willmarth 1989, Klewicki 1989). Profiles of the skew-
ness and kurtosis of the axial fluctuations (not shown) also 
agree well with previous high resolution studies. 

Figure 5 shows the present inner normalized duldy rms pro­
files as derived using a 5 point and 11 point sliding curve fit 
of the instantaneous velocity profile data. The wall-normal ex­
tent of these curve-fits correspond to 10.1 and 4.6 viscous units, 
respectively. As expected, the 11 point curve-fit has a greater 
smoothing effect on the gradient data, resulting in a noticeable 
attenuation of the rms. The present results are also compared 
with the hot-wire probe based uj[ results of Balint et al. (1990) 
and Klewicki and Falco (1990), and the numerically derived 
profile of Spalart (1988). Previous measurements (e.g., Kle­
wicki and Falco 1996) have established that the near-wall rms 
profiles of duldy and uj^ are very similar. Figure 5 indicates 
very good agreement between the 11 point curve-fit data and 
the data of Balint et al., and the the 5 point curve-fit data and 
the data of Klewicki and Falco. These results suggest that, 
given low signal noise, two point finite difference based gradient 
measurements result in very similar attenuation as the present 
curve-fits covering the same Ay *. These results also reinforce 
the previous assertion by Klewicki and Falco (1990) that spatial 
resolution is the main reason underlying the difference between 
the two hot-wire based profiles. As expected, the mean gradient 
profile (not shown), as derived from time averaging the instan­
taneous gradient profiles, is not noticably affected by the num-

0.4-, 

0.3-

>: 0.2-

0 . 1 -

0.0-

(3u/3y)', Ay*=4.6 
--- (3u/ay)',Ay*=10.1 
— Spalart (1988) 
o Klewicki and Falco (1990) Ay+=:4.8 
D Balint etal. (1990) Ay=10.6 

— I r 1 — I — I I I I I 

2 3 4 5 6 7 8 9 ' 
10 

- T 1 — I — r I I I I 
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Fig. 3 Logarithmic mean velocity profiles 
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-*-Falco el al. (1990) uija^ (y\ef=7-5) 

--•Present (y*ref=5) 

-Present (y*,ef=7-5) 

20 
1 ^ 

40 
Ay* 

60 80 

Fig. 6 Two point 8u/dy correlations as a function of wall normal probe 
separation 

ber points in the curve-fit (for the range of points studied). The 
present higher resolution rms profile generally agrees well with 
the profile of Spalart (Re = 660), although the slope of the 
curves differ noticably near the wall. Similar observations have 
previously been made between hot-wire based measurements 
and these simulation results (Klewicki and Falco, 1996). 

Previous correlations derived from a reference probe in or 
near the sublayer and a second probe positioned at the same x 
and z coordinates but greater y locations provide strong evidence 
for the existence of negative duldy in the buffer layer (Falco 
et al., 1990, Rajagopalan and Antonia, 1993, Klewicki and 
Metzger, 1996). In particular, these studies show that the joint 
probability density function associated with the negative peak 
in the correlations of Fig. 6 largely arise from negative buffer 
layer duldy (and often duldy) occurring in conjunction with 
highly positive duldy in the sublayer. Of course, the other 
contributions to the negative correlation (which are also sig­
nificant) must arise from positive buffer layer duldy occurring 
in conjunction with negative duldy in the sublayer. Rajagopalan 
and Antonia (1993) and Klewicki et al. (1994) generically 
associate the presence of negative and positive buffer layer 
duldy with sublayer sweeps and ejections respectively. The 
present two point duldy correlations also exhibit the strong 
negative peak, and show excellent agreement with the other 
data of Fig. 6. 

Overall spatial structure of the duldy fluctuations in the (x, 
y) plane is revealed in Figs. l{a~d). These figures present the 
spatial distribution of correlation coefficient iso-contours for 
different reference points (y* = 5, 15, 30, 50) along the middle 
profile of the set of seven. The results of Fig. 7 (a) for reference 
position at y * = 5 reveal that the axial extent of the negative 
correlation indicated in Fig. 6 is substantial. Specifically, the 
-0.4 correlation contour extends more than 100;«:'*̂ . Perhaps 
even more significantly, the 0.4 contour extends greater than 
200x*. In general, the correlation contours for reference posi­
tions at y^ = 5, 15, 30 indicate a shallow angle with the wall. 
Based upon numerous previous results (e.g., Jimenez et al., 
1988, Johansson et al., 1991) this feature probably results 
largely from the presence of near-wall shear layers. 

On the other hand, the wall-normal extent of the correlations 
is much smaller. In contrast to reference positions farther from 
the wall, the positive and negative peaks in Fig. 7(a) occur at 
essentially zero j ; ^ offset. As the reference point moves outward 
from the wall (Figs, lib, c), significant regions of negative 
correlation develop both above and below the dominant positive 
peak. In addition, the relative positions of the lower two peaks 
develop anx* offset ( = "iOx* in Fig. 7(c)) , and the streamwise 
extent of the correlation contours decreases significantly. For 
reference position at y* = 50 (Fig. l{d)), the magnitude and 

extent of the strong negative sublayer correlation observed for 
reference points closer to the wall attenuates significantly. The 
upper positive/negative correlation peak pair shown in Fig. 
7(c) is also consistently revealed in Fig. 7(d). As must be the 
case, however, the position of the dominant positive peak shifts 
to the reference point. 

Conditional Structure. The adjacent positive and negative 
correlation peaks in Figs, l(a-d) strongly reinforce the impor­
tance of negative duldy (and possibly duldy) in the near-wall 
region. This is particularly true for increasing y^, since the 
value of the mean gradient decreases rapidly across the buffer 
region. The presence of the correlation peak near y* = 3 0 , for 
reference positions both above and below y* = 30, further 
suggests that negative duldy may be particularly prevalent in 
the upper buffer region. To explore this further, a negative 
threshold based analysis of the instantaneous duldy profiles 
was performed. 

Figure 8 shows probability density functions (pdfs) associ­
ated with the observation of negative dtt*Idy^ conditioned on 
increasingly negative thresholds. Interestingly, this figure shows 
that at low threshold magnitudes (-0,05, -0 .1 ) , there is essen­
tially uniform probability of observing negative duldy in the 
range 30 < y"̂  < 170. With increasing threshold, however, the 
pdfs develop increasingly sharp peaks neary* = 30. Note that 
the magnitude of (duldy)' exceeds that of dUldy near y^ = 
20. Nearer the wall the mean greatly exceeds the rms. Farther 
from the wall, the rms decreases more slowly than the mean. 
Thus, with regard to the probability of observing large negative 
duldy. Fig. 8 indicates that the decrease in the frequency of 
negative duldy fluctuations having large amplitude relative to 
the mean with increasing y*' has a greater diminishing effect 
than does the positive mean gradient near the wall (that must 
be exceeded by high amplitude negative duldy fluctuations to 
generate negative duldy). 

Fig. 7 Spatial correlations of 8u/8y In the (x, y) plane. Wall-normal 
location of the reference position indicated in the upper left of each 
frame. 
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Fig. 8 Probability of observing dO/dy exceeding a given negative 
thresliold 

Conditional averaging was conducted in order to better under­
stand the flow fields associated with the presence of negative 
buffer layer dii^/dy*. Based on the results of Fig. 8, negative 
dtt*Idy* is most likely to occur in the region 25 s y'̂  < 35 
for negative thresholds exceeding magnitudes of 0.2. Given this, 
the presence of du*Idy* s -0.25 in the region 25 -^ y* •& 
35 was used to conditionally select instantaneous flow fields. 
Figures 9(a , i)) show the average u*{y'') and dU^ldy*{y*) 
profiles that result from application of this conditioning on the 
center profile of the set of 7. The number of instantaneous 
realizations in the ensemble underlying the profiles of Fig. 9 is 
63. Thus, identifying this condition relative to all seven of the 
profiles would yield an ensemble of about 440, or about 15 
percent of the total ensemble of 3000. Recognizing, however, 
that not all of these events are independent, it is likely that an 
event of this type occurs somewhere in the field of view of the 
measurements about 10 percent of the time. 

Somewhat surprisingly, the profiles adjacent to the condi­
tioned (center) profile do not reveal highly distinctive structure. 
In particular, the presence of negative du* Idy* is barely nofica-
ble in the third and fifth profiles of Fig. 9{b) and in the sublayer 
all of the gradient profiles approach something near the mean 
value of 1.0. On the other hand, the upstream du^ldy^ profiles 
have noticably steeper slope for y"̂  < 20 than those down­
stream. At the wall, a negative second derivative of u{y) indi­
cates a favorable pressure gradient. Although subtle, the two 
velocity profiles of either side of the center profile (Fig. 9(a)) 
indicate inflectional behavior. Starting with the third profile, the 
point of inflection moves outward with increasing downstream 
location. 

Instantaneous Physics. The presence of negative buffer 
layer duldy is Ukely to have association with more than one 
characteristic flow configuration. In fact, the lack of definitive 
structure in Fig. 9 suggests that the underlying instantaneous 
flows may have features that cancel under the process of ensem­
ble averaging. To explore this further, the instantaneous realiza­
tions underlying the conditional averages of Figs. 9 were exam­
ined. The results from this analysis indicate that the instanta­
neous flow configurations may be classified into 3 main 
categories. 

1. Near-wall shear layers of extended streamwise dimension. 
2. Spatially compact motions often containing adjacent re­

gions of positive and negative duldy. 
3. Other motions, which do not fit into the first two catego­

ries. 

Example instantaneous flow fields falling under categories 1 
and 2 are given in Figs. 10(fl, b), respectively. Of the total of 

63 events examined, 28 (44 percent) were of the shear layer 
type exemplified in Fig. 10(a), 21 (33 percent) were of the 
spatially compact type shown in Fig. lO(fe) and 14 (22 percent) 
were other types of motions. 

In the case of the shear layers (Fig. 10(a)), negative duldy 
develops under the strong positive duldy tip of the shear layer. 
Jimenez et al. (1988) identify this phenomenon as an important 
mechanism for the regeneration of sublayer ejections. Of the 
28 shear layer events identified, 5 had association with a strong 
sweep-like motion occurring upstream of the detection point, 
and 6 were associated with negative duldy occurring above the 
shear layer, rather than below it. The more compact motion 
depicted in Fig. lO(fc) is consistent with the considerable body 
of evidence by Falco (see, Falco, 1991) describing the advec-
tion of intermediate scale eddies toward the surface, resulting 
in significant redistribution of sublayer vorticity. Of the 21 com­
pact motions identified, 14 indicated a strong association with 
the generation of a localized sweep that subsequently forms a 
shear layer at a location underneath and downstream. Similar 
kinematics have been previously described by Falco (1983, 
1991) to result in sublayer pocket generation. These results are 
also in good agreement with the u>^ measurements of Rajagopa-
lan and Antonia (1993) and Klewicki et al. (1994) indicating 
that positive buffer layer CJ^ imposes a localized sweep on the 
sublayer. 

Summary 

The spatial structure of the flow fields associated with wall 
layer negative duldy was explored through the use of multiple 
line MTV measurements. Statistical profiles and two-point wall-

140 

120 

100 

8 0 -

6 0 -

4 0 -

2 0 -

0 - . 

37.6 75.6 106.7 

J 
-50 

1 1— 
0 50^ 

Conditional (U+u) 

Fig. 9(a) 

100 

"1 1 r 
- 3 - 2 - 1 0 1 2 3 4 

Conditional (dU/dy + 3u/9y)* (offset by 1) 

Fig. 9(b) 

Fig. 9 Conditional profiles of (a) (i*(y*), and (/>) du*(y*). Numbers at 
the top of tlie velocity profiles Indicate relative x* positions. 
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Fig. 10 Instantaneous d0/8y < 0 profiles associated witli (a) shear 
layers and (b) spatially compact motions 

normal correlations ofdu/dy indicate very good agreement with 
previous hot-wire based and numerical experiments. Correla­
tions of duldy in the {x, y) plane indicate that for reference 
positions y ̂  < 30 the non-zero contours are highly distributed 
in the streamwise direction. For reference positions farther from 
the wall the correlation contours become significantly more 
localized in space. Overall, the spatial correlations reveal the 
existence of positive and negative contour peaks (up to 3) with 
wall-normal spacings between 15 and 25 viscous units. Condi­
tional results indicate that for low magnitude negative thresh­
olds the probability of observing negative duldy is nearly uni­
form across most of the wall layer. For larger magnitude thresh­
olds, however, the region 25 ^ y* ^ 35 becomes the 
predominant location for observing negative duldy. Condi­
tional u{yy and dtt^ldy* profiles (based on a threshold of 
—0.25) indicate surprisingly subtle structure. Examination of 
the instantaneous profiles underlying these conditional results 
indicates that the majority of the contributing flow fields fall 
in two categories that have partially opposing features. These 
categories are identified as streamwise shear layers and spatially 
compact motions comprised of ±duldy. 

Overall, the present results are felt to further clarify the nature 
of those motions associated with negative duldy in the wall 
region. The importance of these motions to engineering applica­
tions relates to their documented significance regarding the tur­

bulence production process and its correlation with, for exam­
ple, skin friction. Regarding control applications, the present 
results indicate that strategies designed to influence the genera­
tion of negative duldy must contend with at least two apparently 
distinct types of motions. 
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Identification of Cotierent 
Structure in Turbulent Shear 
Flow With Wavelet Correlation 
Analysis 
In order to identify coherent structure of turbulent shear flow, a new combination 
of familiar techniques of signal processing, called wavelet correlation analysis, is 
developed based on the wavelet transform. The wavelet correlation analysis provides 
the unique capability for decomposing the correlation of arbitrary signals over a 
two-dimensional time delay-period plane. By analyzing two superposition functions 
implicating several pure frequencies, the correlation of periodic oscillations at several 
frequencies can well be separated and observed clearly. Coherent structures in the 
intermediate region of a plane turbulent jet are investigated using the wavelet correla­
tion method. It is shown that the wavelet correlation analysis can extract the most 
essential scales governing features of eddy motions. The coherent structure informa­
tion and apparent flapping behaviors are clearly revealed over a two-dimensional 
time-period plane. 

Introduction 

The topic of wavelet analysis is both very old and very new, 
because its roots can be traced back at least a century to the work 
of Weierstrass (1895), who described a family of functions that 
are constructed by superimposing scaled copies of a given base 
function. Another important early milestone was Haar's (1910) 
construction of the first orthonormal system of compactly sup­
ported functions, now called the Haar basis. As a tool for analy­
sis of multiscale signals, the concept of wavelet transforms was 
first formalized in early 1980s by Morlet and Grossmann for 
the analysis of seismic data (Morlet et al., 1982; Goupillaud et 
al., 1984). They also outlined the mathematical foundations of 
the wavelets in 1984 (Grossmann and Morlet, 1984). Since 
then wavelets have been developed extensively by mathemati­
cians and others. Over the last 15 years, exciting new develop­
ments in wavelet theory have attracted much attention and 
sparked new research in many fields, including pure and applied 
mathematics, physics, computer science, medicine, biology, and 
engineering. Few subjects have attracted scientists and engi­
neers in other discipline as much attention as wavelets. New 
tools are available for efficient data compression, image analy­
sis, and signal processing, and there is a great deal of activity 
in developing wavelet methods for use in these fields. The same 
features that make wavelets useful in these (and other) fields 
also make wavelets a natural and attractive choice to use in 
many areas of statistical data analysis. 

The apphcation of the wavelet analysis in the field of fluid 
mechanics started in 1988. Farge (1992,1996) has given recent 
summaries of applications of wavelet analysis in the area of fluid 
mechanics. Numerous papers on this topic have been published 
rapidly, but from the view of fluids engineering these research­
ers can be broadly split into two categories. (1) Extracting the 
characters of turbulent or eddy structure from the wavelet analy­
sis of experimental data and simulation data, and (2) developing 
turbulence modeling and numerical methods based on wavelet 
bases. In this study, we focus on the wavelet analysis of experi-

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
November 22, 1996; revised manuscript received June 9, 1998. Associate Techni­
cal Editor: F. Giralt. 

mental data. In 1989 Argoul et al. used the wavelet transform 
to analyze the wind-tunnel turbulence data and provided the 
visual evidence of the celebrated Richardson cascade. From 
then the wavelet transform was widely used to reveal various 
turbulent or eddy structure, such as in fully developed turbu­
lence (Yamada and Ohkitani, 1990; Bacry et al., 1991; Benzi 
and Vergassola, 1991), jets (Everson et al., 1990; Lewalle et 
al., 1994; Gordeyev et al., 1995; Gordeyev and Thomas, 1995; 
Li and Nozaki, 1995; Walker et al, 1995; Li, 1997a-d; Li et al., 
1998a-c), boundary layers (Liandrat and Moret-Bailly, 1990; 
Benaissa et al., 1993; Kaspersen, 1996), bounded jets (Li et 
al., 1997), wall jets (Sullivan and Pollard, 1996), mixing layers 
(Dallard and Browand, 1993; Dallard and Spedding 1993), 
wake flows (Higuchi et al., 1994), surface wave fields (Sped­
ding et al., 1993), multiphase flows (Li and Tomita, 1997, 
1998), and others. Now, the wavelet transform has become a 
standard tool or software kit in identification of flow structure. 
Several new diagnostics (Farge, 1992; Li, 1997c) developed 
from the wavelet transform were employed to analyze structure 
of turbulence and eddy analysis. They offer the potential of 
extracting the essence of structure feature from flow fields, 
which are lost if using traditional statistics methods. 

The aim of this paper is to apply the wavelets to analyzing 
the coherent structures in the near field of a turbulent plane jet. 
Since the coherent structure of a turbulent jet was first studied 
by Crow and Champagne (1971), the physics of a plane turbu­
lent jet has been widely investigated for several decades (Gut-
mark, 1976; Moum et a l , 1979; Goldschmidt et al., 1981; Cer­
vantes and Goldschmidt, 1981; Krothapalli et al., 1981; Weir 
et al , 1981; Mumford, 1982; Antonia et al., 1983; Oler et al., 
1984; Yoda et al., 1992; Tomas and Chu, 1993; Quinn, 1994; 
Hsiao and Huang, 1994). It has become a well-known fact that 
the large-scale eddy motion of the plane turbulent jet exhibits 
a symmetric, periodic and apparent flapping motion in similarity 
region. Coherent structures are known to exist and be responsi­
ble for most of the momentum transfer in plane turbulent jets. 
Furthermore, many identification techniques, such as visualiza­
tion, spectra analysis, spatial correlation functions, education 
schemes, proper orthogonal decomposition, stochastic estima­
tion, pattern recognition, and wavelet transform, are well estab­
lished to determine coherent structures. However, the local pe-
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riod with respect to space-time changes continuously for the 
turbulence and large-scale eddy motion, and the coherent struc­
ture in both time and period spaces has not yet been clarified. 
Identification of coherent structure requires the acquisition of 
detailed quantitative data on such structure characteristics as 
size, strength, convection velocity, etc. Neither the Fourier anal­
ysis nor the traditional correlation method gives us sufficient 
information. To solve these problems two methods, (1) more 
powerful identification techniques and (2) simultaneous multi-
points or full field measurements, must be considered. In present 
study we focus on the development of the new identification 
technique. 

The major motivation of this paper is to develop a new corre­
lation method based on the wavelet transform, referred to as 
the wavelet correlation analysis. This approach can overcome 
limitations of the traditional correlation method which only de­
scribes the correlation of signals in terms of time delay, and 
assist analysis of the similarity structure of signals in terms of 
scale and time delay. The traditional correlation method still 
plays an important role, but it had been hiding the essence of 
the similarity feature since it lacks frequency resolution. Then 
the experimental fluctuating velocities at various spatial loca­
tions in the near field of a plane turbulent jet are analyzed by 
the wavelet correlation analysis to reveal coherent structures 
over a two-dimensional time-period plane, and to extract the 
most essential scales governing the features of eddy motions. 

Definition of Continuous Wavelet Transform 
The continuous wavelet transform of a real square integrable 

function/(f) G L^('fi) (where L^('R) denotes the Hilbert space 
of measure) at a location b, relative to a real integrable analyz­
ing wavelet ij/it) at scale a, can be defined as 

Wf(b, a) = fit) 41 dt. (la) 

frequency components of signals with sharper time resolution 
and low frequency components of signals with sharper fre­
quency resolution. This advantage overcomes the limitations 
of using a fixing scale of window in the short-time Fourier 
transform. 

An arbitrary function satisfying the admissibility condition 
of wavelet may be used as an analyzing wavelet. Several well-
defined wavelet functions, such as Haar, Paul, French hat, 
m-th derivatives of the Gaussian, Mexican hat, Morlet and Ga-
bor wavelet, are commonly used as the analyzing wavelet. The 
choice of the appropriate wavelet function is at the user's dis­
posal and depends on the kind of information that we want to 
extract from the signal. In this paper we adopt the continuous 
wavelet transform and the Morlet wavelet function (a complex-
valued function), which often appeared in fluid mechanics. The 
Morlet wavelet function is given by 

iA(r) = 7r-"V- (2/2 (4fl) 

which satisfies I 1, and its Fourier transform is written as 

{jriio) = V27 •yn (4b) 

It is obvious that the Morlet wavelet function i/̂ CO is localized 
around f = 0, and ip(uj) is localized around the central of 
passing band ŵ  = Wo. In practical applications of signal pro­
cessing it has been found that a particularly useful value for ŵ  
is the one for which the wavelet scale a represents the period. 
Therefore, the central of passing band is defined as ŵ  = Wo = 
2n in this paper. Then il/hAt) is centered at the position b 
with the standard deviation Va/2, and 4'b.a('^) is centered at 
the central of passing band 27r/a with the standard deviation 
••^'KIIO^. This wavelet function is complex, enabling one to 
extract information about amplitude and phase of the process 
being analyzed. Using the Morlet wavelet function, wavelet 
coefficients of Eq. (1) can describe a signal as localized strength 
of a signal over a two-dimensional time-period plane. 

Equivalently, 

Wf(b,a) = {f,>p,J, (lb) 

where Wf(b, a) is called the wavelet coefficient, stands for 
complex conjugate and 

a \ a 

It can be seen that 4ii,.a plays the same role as e'"' in the 
definition of the Fourier transform. The continuous wavelet 
transform is commonly viewed as a numerical microscope 
whose optics, magnification, and position are given by i(i(t), a, 
and b, respectively. 

In Fourier space the wavelet transform can be expressed as 

Wf(b, a) 
2TT [. f(uj)tlj,,„(oj)e""^duj, (2) 

where / and i/f are the Fourier transforms of / and ij/, respec­
tively. 

In order to understand the time-frequency localization proper­
ties of wavelet transforms, we need to study the behaviors of 
the standard deviation of |i/'j,,a(f)|^ and li/'ft.aCu;)!^, i.e., a^^^^ 
and (7̂  . It is easy to verify the following relationships: 

= wa, (3) 

From the above relationships it can be easily seen that a^^^^^ 
increases and o-̂ ^̂ ^ decreases with increasing the scale a, and 
vice-versa. This indicates that wavelet transform can detect high 

Wavelet Auto-Correlation Function 
In any nonstationary situation, such as in human speech, 

music, velocity signals of turbulence and others, signals contain 
various frequency components that rapidly change with time in 
complex ways. The traditional auto-correlation method is quite 
capable in identifying the self-similarity structure. However, it 
cannot extract the information of the self-similarity structure in 
frequency space and had been hiding the essence of the self-
similarity feature since it lacks frequency resolution. The tradi­
tional auto-correlation method is well suited to analyze the peri­
odic signals and is not suited for complex signal analysis. Al­
though the wavelet transform can describe yvhen those fre­
quency components occurred, more powerful techniques must 
be developed to gain deeper insight into the complex self-simi­
larity behavior of signals. 

As described in the previous section, wavelet coefficients can 
describe a signal as localized strength of the signal in both time 
and period or frequency spaces. The modulus, real part, and 
phase of wavelet coefficients have been employing to describe 
the characteristics of a signal. Therefore the all traditional statis­
tics method may be applied. In order to obtain the self-similarity 
structure of a signal for various scales at any given time delay, 
at first, we unfold the signal into a two-dimensional time-period 
plane by the wavelet transform. Then we use its wavelet coeffi­
cients to define an auto-correlation function, called the -wavelet 
auto-correlation function 'WC(a, r), by the following formula. 

WC(a,T) = Mm- \ Wf (b, a)Wf(b + T, a)db, (5) 
T-^a T J -2/T 

where r is time delay of wavelet coefficients in the wavelet 
space, or the time delay of the signal/(;)- It is evident that the 
wavelet auto-correlation function can provide important self-
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similarity features on a two-dimensional period-time delay 
plane, and then extracts the most essential frequencies govern­
ing the self-similarity features of signals. 

The wavelet auto-correlation function WC(a,T) can also be 
written in Fourier space 

WC(a, r ) 
27r J-, 

5(w)|(A(aw)| 'e" (6) 

Equation (6) is very similar to the wavelet transform of Eq. 
(2) in either form or the physical sense. Equation (6) represents 
the relationship between wavelet space and Fourier space, and 
demonstrates the characteristic of WC(a, T ) as a local filter, in 
which the Fourier power spectrum S(oj) is filtered by 
\ijj(auj)I^ in Fourier space. 

We define a local wavelet power spectrum density function 
WP(a, (jj) as follows 

WP(a, w) = 5'(a;)iiA(fla;)|'. (7) 

Substituting Eq. (7) into Eq. (6) , we obtain 

1 r 
WC(a, T ) = — WP{a, uj)e""duj. (8) 

With the inverse Fourier transform the above equation becomes 

WP(a, Lu) = \ WC(a, T)e-"-''dT. (9) 
V —cc 

From Eq. (8) and (9) it is obvious that WP(a, u>) may be 
defined as the Fourier transform of WC(a, T ) , and WC(a, r ) 
may be obtained from the inverse Fourier transform of WP(a, 
uj). This relationship is same as the Wiener-Khintchine theorem 
of the traditional auto-correlation. 

If a complex-valued function is used as the analyzing wavelet, 
the wavelet coefficient becomes a complex-valued function. 
Hence WC(a, T) is also a complex-valued function from the 
definition of the wavelet auto-correlation function in Eq. (5) or 
(6). In order to extract information of the self-similarity struc­
ture of signals, the modulus MWC(a, T ) and the phase dW C(a, 
T) of wavelet auto-correlation function are employed to express 
the strength of auto-correlation and the average phase difference 
for different time delay of signals at a given period, respectively. 
The real part of wavelet auto-correlation function RWC(a, r ) 
is used to reveal the information of positive and negative corre­
lation. 

In this paper, we define a wavelet auto-correlation coefficient 
RWR(a, r ) , which is normalized with respect to the wavelet 
auto-correlation function at r = 0 or the wavelet power spec­
trum density function RWC(a, 0) , as follows: 

RWRia, r ) = 
RWCja, T) 

RWC(a, 0) 
(10) 

where RWR(a, 0) = 1 and \RWR(a, T)\ :S 1. 

Wavelet Cross-Correlation Function 

In identifying the spatial turbulent structure or coherent struc­
tures and its evolution in time, the cross-correlation analysis 
between velocity components measured at two separated points 
in flow filed is most used. A difficulty with the traditional cross-
correlation method, however, is that the cross-correlation func­
tion only provides information about the cross-correlation be­
havior in terms of time delay but no information about correla­
tion behaviors in scale space at each scale due to lack of scale 
resolution. 

In analogy with the wavelet auto-correlation, we first unfold, 
respectively, two different signals/^(f) andfy{t) into their two-
dimensional time-period planes using the wavelet transform, in 
order to yield the period resolution. Then their wavelet coeffi­
cients, Wfx{b, a) and Wfy(b, a), are used to define a cross-

correlation function, called the wavelet cross-correlation func­
tion WCjy(a, T ) , by the following formula. 

WC,y(a,T) = \im-\ Wf,ib,a)Wfy{b+ T,a)db, (11) 
r-^* T J -2/T 

where r is a time delay between two signals. The wavelet cross-
correlation function has the following two characteristics. (1) 
Since the wavelet cross-correlation function is obtained by inte­
gration of wavelet coefficients over time plane, contributions 
of different period to the correlation are kept reasonably sepa­
rated. (2) This separation is achieved without excessive loss of 
resolution in time variable due to use of the wavelet transform 
(of course, subject to the limitation of the uncertainty princi­
ple). The two characteristics exhibit the property known as 
time-period localization. Therefore, the wavelet cross-correla­
tion function can describe important statistical correlation fea­
tures between two different signals on a two-dimensional scale-
time delay plane, and extract the most essential scales governing 
the correlation features, which is lost if using traditional method. 

In Fourier space, the wavelet cross-correlation function 
WC„(a, T) can also be written as 

WQJa, r ) = 
27r £ 5',,(a;)|i//(aw)pe'™rfw, (12) 

where ^^ .̂(a;) is the traditional cross-spectrum. Expression (12) 
represents the relationship between the wavelet and Fourier 
spaces, and describes the characteristic of WC^yia, T ) as a local 
filter, in which the Fourier power spectrum S'̂ Ĉw) is filtered 
by \ij/iauj)\^ in Fourier space. Here we define a local wavelet 
cross-spectrum function WP^yia, u) as 

WP,y(a,uj) = S^(Lj)\^(auj)\ (13) 

Substituting Eq. (13) into Eq. (12), we obtain 

1 r 
WC„ia,T) = ~ \ WP„ia,ui)e'^^duj. (14) 

Carrying out an inverse Fourier transform the above equation 
becomes 

WP,y(a ^^=£ WC,y{a,T)e-"'"dT. (15) 

From Eqs. (14) and (15), WP^yia, uj) can be defined as the 
Fourier transform of WCx,(a, r ) , and WCxy(a, r) can be ob­
tained from the inverse Fourier transform of WP^yia, OJ). This 
relationship is very similar to the Wiener-Khintchine theorem 
of the traditional cross-correlation. 

In order to characterize the cross-correlation, we may use a 
modulus of wavelet cross-correlation coefficients MWR^yia, r ) 
and a phase of wavelet cross-correlation function OWC^yia, r) 
to describe the strength of cross-correlation and the average 
phase difference between two signals in terms of time delay 
and period. However, MWR^y^a, T) can not provide an informa­
tion of negative cross-correlation. Therefore, it is convenient to 
introduce a real part of wavelet cross-correlation coefficients 
RWR^yia, T) by 

RWR^ia, T) 
RWC,y{a, T) 

^RWCAa, Q)RWCy{a, 0) 
(16) 

where RWC^ia, 0) and RWCy{a, 0) are the real parts of wavelet 
auto-correlation functions at T = 0. 

Wavelet Correlation Analysis of Superposition Func­
tions 

First, the following function, which is a superposition of n 
pure frequencies at frequencies Wi, W2 • • • w„. 
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fit) = X Exp((W)- (17) 

is analyzed by the wavelet transform. 
Clearly, the superposition principle tells us the wavelet trans­

form of a superposition function is the superposition of the 
respective transforms. Using Eq. (1) the wavelet transform of 
function (17) can be written as 

Wf{b, a) = S e:xp{iujkb)^{aujk). (18) 

If i/((a;) has zero imaginary part, the real part and imaginary 
part of wavelet coefficient correspond to the wavelet transform 
of the real part and imaginary part of the superposition function, 
respectively. 

Consider the following two superposition functions, 
n n 

Ut) = S Exp(iujjt) and f,(t) = S Exp( ;W). (19) 

Using Eq. (12) the wavelet cross-correlation solution of the 
above two functions (Eq. (19)) can be obtained as 

» n 1 nT/2 

WC„(a, T ) = X X i/'(awy)iA(awJ Exp(iujjT) l i m -

X Exp(!'(a;, - ujk)b)db. (20fl) 

From the above equation, the analyzing solution of the wave­
let cross-correlation function can be written as the following 
formula. 

1 r" 
(1) If cJj * LOk, then lim - I Exp(i(LOj - ujk)b)db = 0, 

•/•->cc I J -T/2 

Thus WC^yia, T) = 0. 

1 r^ 
(2) If uij = u>k, then lim — I Exp{i{ujj — ujk)b)db = 1, 

7->o3 1 J ~T/2 

Thus WC„(a, T) 
= X S i'iauij)il'(aujk) Exp(ia;jr). (20/?) 

J = l k=l 

From the above relationships, it is obvious that the real part of 
wavelet cross-correlation function (Eq. (20^)) gives the cross-
correlation between the real parts of two superposition func­
tions. 

Consider, for example, two different functions contain the 
superposition of three pure frequencies (n = 3) at frequencies 
oji = IT/4, LU2 = 7r/2, io^ = n and Wi = n/4, uj2 = n/l, ui^ = 
27r, respectively. It is evident that two functions have common 
frequencies at 7r/4 and 7r/2. Using Eq. (21), the real part of 
the wavelet cross-correlation function /fWC^y(a, T ) is calcu­
lated with the help of the Morlet wavelet function, and is shown 
on the (a, T ) plane representation in Fig. 1. From the distribu-

dj 
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\--'^a?hot-wire 

Ay/dT 
A y / d t 

" ^ **hot-wire 

X 

> 

Fig. 2 Sketcli of tlie experimental configuration 

tions oi RWC^y^a, T ) , we can obtain the cross-correlation at 
various periods and time delay. 

Two groups of periodic peaks at a = 4(t<; = 7r/2) and 8(aj 
= 7r/4) can clearly be observed, and the strong periodic correla­
tion at the two frequencies are well detected. However, two 
groups of periodic oscillations at w = TT and 27r, which exist 
respectively in two wavelet coefficients (or functions), are de­
stroyed. This indicates no correlation at the two frequencies. 

Experimental Apparatus and Procedure 
A definition sketch of a plane jet is shown in Fig. 2, where 

X is the streamwise coordinate and y is the lateral coordinate. 
The jet was generated by a blower-type wind tunnel with flow-
straightening elements, screens, settling length and a 24:1 con­
traction leading to a 350 mm X 25 mm nozzle. The nozzle 
width d is 25 mm and the aspect ratio of nozzle is 14. The 
measurements were performed at a Reynolds number (based 
upon exit mean velocity, (/„, and nozzle width, d) of Re = 
3330 which corresponded to an exit velocity of [/„ = 2 m/s. 
The measured exit turbulent intensity on the jet centerline is 
less than 0.04%. The velocity of the ;c-component was measured 
simultaneously using two standard hot wire probes located in 
the {x, >')-plane. In the present experiment, as shown in Fig. 
2, the following two type measurements were carried out. (1) 
Type I measurements were performed with two probes for equal 
separations distances Ax centered atx on the jet centerline; and 
(2) type II measurements were performed with two probes at 
equal separate distances Ay from the jet centerline at various 
X locations. For the measurements with streamwise separation 
(type I) , the present minimum value of 2Ax (= 25 mm) was 
such that the thermal wakes from the upstream hot wire did not 
interfere with the downstream probe. The statistics of velocity 
obtained from the downstream probe were unaffected by the 
presence of the upstream probe. The recording frequency of 
data is 2 kHz, and the recording length is 4 seconds. 

The measurement errors due to the sensitivity of hot wire 
probe were the most dominant, other errors can be negligible. 
The uncertainty at 95 percent confidence for the wavelet correla­
tion coefficient and its phase are approximately about 10 per­
cent. 

1 2 -

10" 

4 ' »< I t 

RWC„ 

1 4 • * • « • J 
! • « • t ' l U ) * ) * ' * ' 

1 1 1 1 1 1 ' L-

10 15 20 25 30 35 40 

1 3 
1 2 
= 1 

i -1 

F'ig. 1 Wavelet cross-correlation analysis of two superposition functions 

Application to a Plane Turbulent Jet 
Wavelet Auto-Correlation Analysis of Flow Structure. 

In order to investigate self-similarity structures of the jet at 
various periods, the wavelet auto-correlation of the x-compo-
nent of fluctuating velocities on the centerline at xld = 8.5 
are first analyzed. The modulus of the wavelet auto-correlation 
function MWC(a, T ) with its real part RWC(a, r ) is shown 
on the (a, r ) color plane (abscissa: time delay T, ordinate: 
period a, rainbow colors for wavelet auto-correlation magni­
tudes) in Fig. 3. Below these color plates, the traditional auto­
correlation coefficients R(T) are also iflustrated. 

It is evident that RWC{a, r ) shows almost same distribution 
as MWC{a, r ) . RWC(a, T ) not only gives exactly same the 
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Fig. 3 Wavelet auto-correiatlon analysis of fluctuating velocity on the 
centerllne at x / d = 8.5; (a) modulus of wavelet auto-correlation function; 
(b) real part of wavelet auto-correlation function; (c) traditional auto­
correlation coefficients 

information as MWC(a, r ) , but also extracts local positive and 
negative correlation within the period a centered at r . Therefore, 
it is proper that RWC{a, T) replaces MWC(a, r ) to express 
the strength of the wavelet auto-correlation. In the following 
section, we utilize RWC(a, r ) to analyze the flow structure 
instead of MWCia, r ) . From the distribution of RWC(a, r ) 
in Fig. 3(a) , the dominant distributions of two periodic oscilla­
tions at a = 100 and 195 ms are evident, and indicate that the 
periodic motions with two scales through the centerline. Making 
a comparison between RWC(a, r ) and / ? ( T ) , we find that the 
large positive and negative peaks in R(T) correspond to the 
alternative strong positive and negative peaks of RWC(a, r ) at 
a = 100-110 ms. However, from R ( T ) peaks and the informa­
tion on auto-correlation appearing at RWCia, T) of a = 195 
ms cannot be found. It is because its magnitude is smaller than 
that of a = 100-110 ms, and its effects are embedded due to 
the presence of the other scale. Although power spectrum may 
clearly describe peaks of auto-correlation in frequency space, 
it is impossible to provide information on the strength of auto­
correlation responding to the changing the time delay. 

Then, RWR^a, T ) and 6WC{a, T) for the jc-component of 
the fluctuating velocity in the shear layer at xld = 10 and yld = 
2.5 are shown in Fig. 4. RWR{a, T ) obviously gives a maximum 
(equal to the wavelet power spectrum density) at T = 0, i.e., 
RWR(a, 0) = 1. The traditional auto-correlation decreases to 
zero as T increases, and does not provide any information of 
self-similar flow structure. However, From/?VV7?(o, T ) the obvi­
ous periodic oscillations happen at a = 15, 40, 75, 100 and 150 
ms, and imply strong periodic motions passing the shear layer. 
Among these periodic multi-scale motions, the stronger coher­
ence appear at a = 75, 100 and 150 ms. The distribution of 

RWR(a, T) also shows a map of apparent multi-scale similarity 
structure in the shear layer. From a positive peak at a = 150 
ms, a large branching structure, which consists of two peaks at 
a = 100 ms, may be clearly observed around T = 170 ms. This 
indicates that a complex periodic larger-scale motion (or large 
eddy structure), which contains periodic smaller-scale motions 
(or small eddies), exists in the shear layer. 

The values of RWR(a, r ) are larger than that o f / { ( T ) , be­
cause the traditional auto-correlation is the results of interfer­
ence among auto-correlation magnitudes of all periods at a given 
time delay. Making a comparison between RWR{a, T) and 
R(T) it is found that the interference between the positive and 
negative magnitudes at various periods around r may produce 
the zero value of R{T). However, there must be existence of 
correlation at some period, and this means that R{T) may hide 
some important coherent information. But the wavelet auto­
correlation analysis can extract all information existing in the 
complex flow structure. 

On the other hand, 6WC{a, T ) expresses the distribution of 
phase difference between r = 0 and T at any given period. The 
discontinue constant phase lines and the range of zero value in 
9WC{a, T) correspond to the zero real part of auto-correlation 
lines and the region of the positive or negative peak in the map 
of RWR{a, T ) , respectively. The cross-point of constant-phase 
lines equivalents to zero point of MWC{a, T) which means 
noncorrelation. The distribution of the cross-point along the 
discontinue constant-phase lines decreases rapidly as the period 
increases, and this indicates that the periodic flow structure 
consists of many small-scale motions and few large-scale mo­
tion. From the distribution of the wavelet phase difference 
OWC{a, T) between T = 0 and T in Fig. 4 (6) , it is evident 

Rwn(tt,T) 

Fig. 4 Wavelet auto-correlation analysis of fluctuating velocity In the 
shear layer at x/d = 1 0 and y/d = 2.5; (a) wavelet auto-correlation coef­
ficients; (b) phase of wavelet auto-correlation function; (c) traditional 
auto-correlation coefficients 
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that the interval of the discontinue constant-phase lines in­
creases with the period. At any given period or scale, we can 
obtain an angular frequency uj(a, r ) {=A9WC(a, T ) / A T ) by 
differentiating the corresponding phase fields with respect to r . 
In fact, iv{a,T) means the difference of the angular frequency 
between T = 0 and r . 

Wavelet Cross-Correlation Analysis of Coherent Struc­
ture (Type I Measurement). For identifying the organized 
structure in the turbulent plane jet, the wavelet cross-correlation 
coefficients RWRj^yia, T) and its phase dWC^yia, T) between 
two x-components of fluctuating velocities are calculated for 
lAxld = 2 separation distances on the centerline at xld ratios 
of 5, and are shown in Fig. 5 (abscissa: time delay r , ordinate: 
period a, rainbow colors: amplitude of RWR^y{a, r ) or 
6WC^y{a, r ) ) . Below the color plates, the result of the tradi­
tional cross-correlation coefficients Rxy{T) is also plotted. 

Making a comparison between RWR^yia, T) and R^yir), the 
large peaks of RJQ,(T) correspond to the nearly periodic correla­
tion peaks at a = 80-105 ms, and the small peaks of 7?ij,(r) 
equivalent to the nearly periodic peaks of RWRx,(a, T) below a 
= 50 ms. From the distributions oiRWRj,y{a, T ) , the branching 
structures can clearly be observed as follows. A strong positive 
correlation peak in high period range (a = 145 ms) at T = 185 
ms is composed of two positive correlation peaks of medium 
period (a = 105 ms) at T = 130 and 230 ms. Furthermore, 
each of correlation peaks in medium period range consists of 
two correlation peaks in low period range. This implies that the 
periodic large-scale motion (or periodic large eddy) contains 
that of smaller scale (or periodic small eddies). With increasing 
T, as shown in Fig. 5(a) , the alternative positive and negative 

(a) 250 
230 RWR^{O,T) 

100 ISO 
r{ms) 

Fig. 5 Wavelet cross-correlation analysis of two velocity fluctuations at 
xld = 5, 2Ax/d = 2 (Type I); (a) wavelet cross-correlation coefficients; 
(b) pfiase of wavelet cross-correlation function; (c) traditional cross-
correlation coefficients 

Fig. 6 Wavelet cross-correlation analysis of two velocity fluctuations at 
x/d = 5, 2Ay/d = 2 (type 11); (a) wavelet cross-correlation coefficients; 
(b) phase of wavelet cross-correlation function; (c) traditional cross-
correlation coefficients 

peaks at various periods are observed. The dominant feature of 
this figure is two periodic oscillation at o = 145 ms and at a 
= 105 ms after T = 85 ms, respectively. Four cycles of oscilla­
tions at a = 50 ms can also be observed. This indicates that 
the periodic eddies of a = 50, 105 and 145 ms pass through 
the shear layer, because the local potential core fluctuating ve-

(a) 250 
230 

100 150 
r(/m) 

Fig. 7 Wavelet cross-correlation analysis of two velocity fluctuations at 
x/d = 10, 2Ay/d = O.S (Type II) (a) wavelet cross-correlation coeffi­
cients; (b) traditional cross-correlation coefficients 
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locity has unusually large positive and negative peaks when an 
eddy moves close to the center line (Yule, 1978). There are 
weaker patterns in the range of a = 20-30 ms, and this indicates 
the existence of weaker periodic motions. The first positive 
peak of Rxy(r) corresponds to two positive peaks of RWR^yia, 
T ) at a = 85 and 145 ms, which give the periods of eddy 
motion. Because RWR^yia, r ) has a strongly negative peak at 
period a = 80 ms at zero time delay, R^yir) exhibits a negative 
value. However, this does not mean the negative correlation in 
all period range. 

The second color graph of Fig. 5 shows a distribution of its 
6WC^y{a, T) using (a, r ) color plane representation. 6WC:^y{a, 
T) can describe the phase difference between two wavelet coef­
ficients or two velocity fluctuations at two different locations 
for a time delay of T at a given period a, and can help us 
identify the change of the phase difference from - (7 r /2 ) t0 7r/ 
2. The discontinue isophase line between isophase line of 7r/2 
and — (7r/2) corresponds to the zero value line of RWR^yia, 
r ) , which means non-correlation. The zero isophase line of 
BWC^yia, T) equivalents to the local maxima or minima of 
RWR^yia, T) around r at a given a, and this indicates that two 
signals at two points have a same phase value. Of course, posi­
tive or negative peaks in the map of RWRxy{a, T) exist on the 
zero isophase lines. A cross-point, which exists a cross between 
a zero isophase line and a discontinue isophase line, corresponds 
to the zero value of the modulus of wavelet cross-correlation 
coefficient MWR^yia, r ) . The branching structures of the dis­
continue isophase line or the zero isophase line also indicate 
that the periodic flow structure consists of many periodic small-
scale motions and few periodic large-scale motion. At a given 
period or scale, we can obtain an angular frequency u>„y(a, 
T) (=A9WCxy(a, T ) / A r ) by differentiating the corresponding 
phase fields with respect to time delay. In fact, uj;,y(a,T) means 
the difference of the angular frequency between the two velocity 
fluctuations at two points for a time delay of T. 

It is well known that the traditional cross-correlation of veloc­
ity fluctuations has been used extensively to determine the con­
vection velocity in various turbulent flows. Although Gold-
schmidt et al. (1981) considered both broadband and wave-
number-dependent convection velocities, and dominant convec­
tion velocities cannot be extracted. From the distribution of 
peaks in RWR^yia, T ) , however, we can easily determine the 
convection velocities of various periods that dominate flow 
structures using the following method. The convection velocity 
for a given period is defined as the ratio of the longitudinal 
separation distance 2Ax between two probes and the time delay 
T„Mx between local maxima or minima in RWR^yia, r ) , or the 
ratio of the longitudinal separation distance 2A.JI: and the period 
flmax at which RWR^yia, T) has the local maxima or minima. 
From the distribution of peaks in RWR^y(a, T) for various peri­
ods, it is obvious that the convection velocity is period depen­
dent. The time delay between local maxima or local minima of 
RWRxyia, T) clearly indicates that the large-scale motion moves 
slower than the small-scale motion. 

Wavelet Cross-Correlation Analysis of Colierent Struc­
ture (Type 11 Measurement). Type II measurements were 
used to investigate the coherent structure of turbulent flow on 
opposite sides of the centerUne in the shear layer. Color contour 
maps of RWR^yia, T) and OWCj,y{a,T) of iht two fluctuating 
velocities with separations of iKyld = 2 at xld = 5 in the 
shear layer are shown in Fig. 6. It exhibits positive values for 
RWR^yia, T ) at zero time delay and periodic oscillations for 
various periods with increasing the time delay. This indicates 
that symmetric and periodic motions with various scales exist 
in the shear layer. From Fig. 6 (a ) , the obvious nearly periodic 
oscillations happen at a = 65, 90 ( r = 100-190 ms), 160 ms, 
and several irregular weaker peaks at a < 50 ms range. This 
implies that the two-dimensionality of the periodic vortex street 
contains three periodic eddies and several irregular small eddies 

on opposite sides of the centerline. From the branching struc­
tures in RWR^yia, r ) , the periodic eddy of a = 90 ms, which 
exists in the periodic large eddy of a = 160 ms, contains the 
periodic eddy of a = 65 ms. Above coherent structure is essen­
tially coincident with what we find in Fig. 5. The distribution 
of 9WCxy{a, T) is shown in Fig. 6{b). The cross-point and area 
of positive value of phase increase with increasing separation 
distance of 2 Ay Id. This implies that the periodic motions with 
various scales are much more active in the shear layer. The 
distribution of OWC^yia, r ) shows regular features in range of 
medium and high period, because periodic medium and large 
scale eddies appear in the shear layer. However, the distribution 
of OWCjcyia, T) becomes the most irregular features in low 
period range. 

At a downstream distance of xld = 10, the variation in 
RWR^{a, T) for a separation of lAyld = 0.5 is shown in Fig. 
7. It is apparent that the strong periodic correlation occurs at a 
= 50, 70, 105 ms, and high period range. There are also weaker 
periodic peaks appearing at a < 30 ms. Comparing with 
RWR^(a, T) at xld = 5 (Fig. 6 (a) ) , the scale of dominant 
periodic eddy increases. 

It is well-known fact that the turbulent plane jet exhibits 
an apparent sideways, flapping type motion (Goldschmidt and 
Bradshaw, 1973). The apparent flapping motion attributes ei­
ther to the presence of organized coherent structures with lateral 
oscillations of finite extent or to an asymmetric coherent struc­
ture, which is hidden in the randomness of the turbulent field. 
This motion can be detected only by the distinctive negative 
correlation at zero time delay after long time averaged correla­
tion of the longitudinal components of the velocity measured 
at two points, each one at opposite sides of the jet centerline 
(Cervantes and Goldschmidt, 1981). However, it is impossible 
to provide the information about the scale or period of this 
motion from the traditional correlation method. At xld = 1 0 , 
as shown in Fig. 7 (a ) , the distinctive positive values appearing 
in Rxy(T) at zero time delay. Usually this indicates the asymmet­
ric organized motion and means no flapping motion at all. In 
this study we describe the flapping motion in the Fourier space 
using the wavelet cross-correlation analysis. From the distinc­
tive positive values appearing in RWR^yia, T ) at zero time delay 
in Fig. 7 (a ) , the symmetric organized structures can be detected 
at a = 50, 70 ms and high period range. However, RWR^yia, 
T) dXa = 105 ms and low period range exhibits the distinctive 
negative values at zero time delay. This implies that the apparent 
flapping behavior appears at these periods or scales, which is 
masked by the symmetric large-scale motions and cannot be 
detected by the traditional method. With increasing xld, the 
disturbance due to the apparent flapping motion of the interme­
dium scale grows and ultimately results in the large-scale appar­
ent flapping motion that can be observed by the traditional 
method. From above, it can say that the analysis of the apparent 
flapping motion should also carry out in the Fourier space. 

Conclusions 

The following main results are summarized. 

(1) The wavelet correlation analysis can extract the infor­
mation of coherent strength and phase in terms of period and 
time delay, which is lost if the data are analyzed only by the 
traditional correlation method. 

(2) The peaks of wavelet correlation coefficients in the high 
period region correspond to large peaks in R{T), and the peaks 
of wavelet correlation coefficients in the low period region are 
equivalent to small peaks m R{T). 

(3) In branching structures of wavelet correlation coeffi­
cients or phase, the correlation peak in the high period region 
consists of the correlation peaks in the low period region. That 
is, a periodic large-scale motion contains periodic smaller scale 
motions. 
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(4) From the time between local maxima or minima or the 
period of peaks in wavelet cross-correlation coefficients, the 
convective velocities of various scales that dominate the flow 
structure can easily be determined. 

(5) From distribution of RWR^{a, r ) at xld = 5, it is 
found that the two-dimensionality of the periodic vortex street 
contains three periodic eddies and several irregular small eddies 
on opposite sides of the centerline. 

(6) In the shear layer of xld = 10, any information of 
auto-correlation cannot be obtained from / ? ( T ) , but the strong 
periodic motions of eddy for a = 75, 100, and 150 ms are 
clearly observed in wavelet auto-correlation coefficients. 

(7) The large-scale motions remain symmetric and periodic 
in the shear layer at xld = 10. From distribution of RWRxy{a, 
T ) , however, it is evident that the apparent flapping motion 
appears in the region of intermedium scale. 
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Turbulent Flow Through Spacer 
Grids in Rod Bundles 
The effects of the spacer grids with mixing vanes in rod bundles on the turbulent 
structure were investigated experimentally. The detailed hydraulic characteristics in 
subchannels of a 5x5 rod bundle with mixing spacer grids were measured upstream 
and downstream of the spacer grid by using a one component LDV (Laser Doppler 
Velocimetry). Axial velocity and turbulent intensity, skewness factor, and flatness 

factor were measured. The turbulence decay behind spacer grids was obtained from 
measured data. The trend of turbulence decay behaves in a similar way as turbulent 
flow through mesh grids or screens. Pressure drop measurements were also performed 
to evaluate the loss coefficient for the spacer grid and the friction factor for a rod 
bundle. 

Introduction 

Research on the turbulent flow characteristics of the fuel 
assembly with spacer grids is of importance for thermal hydrau­
lic design and safety analysis in a nuclear reactor. This study 
is focused on turbulent structure modulation due to spacer grids 
in LWR (Light Water Reactor) rod bundles in normal operation. 
The coolant through the rods is single phase flow in LWR 
normal operation. The roles of the spacer grid are to support 
the rods regularly and to promote flow mixing which in turn 
enhances thermal mixing. The spacer grid tested in the present 
work is a spacer grid with mixing vanes. 

Major features of turbulent phenomena in subchannels in­
clude cross-flow mixing between subchannels, anisotropy of 
turbulent diffusion, and secondary flow. They are illustrated in 
Fig. 1. In addition to these turbulent phenomena, there is drastic 
turbulence generation near spacer grid which is caused by the 
sharp edge and blockage of spacer grid. Generated turbulence 
due to spacer grid decreases rapidly as the flow develops. In 
this study, turbulence decay behind spacer grids was investi­
gated more in detail. 

Previous experimental studies on the flow characteristics near 
spacer grids in bare rod bundles include Rehme (1973), Rowe 
and Chapman (1973), Rehme and Trippe (1980), and Shen et 
al. (1991). Rehme (1973) measured the pressure drops for the 
various kinds of the spacer grids. An experimental study by 
Rowe and Chapman (1973) was carried out to evaluate the 
effect of spacer grids on the axial turbulent flow structure in 
rod bundles. Local axial velocity and turbulent intensity were 
measured upstream and downstream of spacer grids by using a 
LDV (Laser Doppler Velocimetry). The highest intensity was 
observed downstream near the spacer grid and decayed rapidly 
to stable level far downstream. However, they could not give 
information on the correlations for the turbulence behind spacer 
grids. And higher moments of turbulent fluctuations were not 
measured. Compared to Rowe and Chapman, in the present 
work, more detailed measurements for new turbulent parameters 
in axial locations were performed upstream and downstream of 
spacer grids, which gave information of the spacer grid effects 
on turbulent flow structure quantitatively. Rehme and Trippe 
measured, by using Pitot tubes, in detail the velocity distribu­
tions upstream and downstream of spacer grids. The mass flow 
separation and redistribution between the subchannels are dis­
cussed and compared with the prediction by a subchannel analy-
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sis code. Shen et al. performed detailed measurements using 
LDV in water to obtain information on the distribution of the 
transverse mean velocity and turbulent intensity for a flow 
through a sixteen-rod bundle with mixing blades on the spacer 
grid. They observed that the mixing rate varies largely with the 
angle of mixing blade on the spacer grid. 

In this study, which was published earlier in a conference 
volume (Yang and Chung, 1995), detailed hydrauUc character­
istics of the turbulent flow through spacer grids with mixing 
vanes were measured by using a LDV. The measured parame­
ters include pressure drops, axial velocity and turbulent inten­
sity, skewness factor, and flatness factor. Loss coefficients for 
the spacer grid and friction factors for rod bundles were esti­
mated from the measured pressure drops. 

Experimental Method 

Test Facility. The tested 5 x 5 spacer grid is shown in Fig. 
2. The mixing vanes are attached with an angle of 22 deg on 
the spacer grid to enhance flow mixing. The test section, as 
shown in Fig. 3, of 68 mm square housing consists of 25 rods 
of 9.5 mm in diameter. The rod bundle forms in a square array 
with PID = 1.326 and WID = 1.4263. The hydraulic diameter 
{Du) of the entire channel is 11.21 mm. Axial locations of 
spacer grids and pressure taps are shown in Fig. 4. The mixing 
spacer grids are positioned in the rod bundle with the span of 
600 mm. Water is the working fluid. Fluid enters the bottom 
of the flow housing and flows upward. Test section is set up in 
test-loop shown schematically in Fig. 5, which includes variable 
speed pump, a storage tank, flow control values, and turbine 
flow meters etc. During the experiments, the water temperature 
in the test section was maintained at 25°C by adjusting the feed 
and drain of water in the storage tank. Pressure drops were 
measured by changing the mass flow rate controlled by variable 
pump speed and measured by the turbine flow meter. For the 
turbulent velocity measurement, the flow rate was 14.22 kg/s 
resulting in an average flow velocity of 5 m/s and a Reynolds 
number based on the hydraulic diameter of Re = 62500. The 
square housing is made of acrylic to allow access for laser 
beams to the location where the velocity measurement is to be 
performed. 

LDV Measurements. The one-component He-Ne LDV 
system from TSI, which is used in the present work, was aligned 
by the dual-beam backward scattered mode. The dual beam 
spacing is 50 mm and the focal-length of the focusing lens is 
250 mm. Silicon carbide particles, 1.5 jxva in diameter, 3.2 
g/cm^ in density, 2.65 in refractive index, and 1.4 in geometrical 
standard deviation, were added into the fluid to obtain the scat-
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tered signal. The signals from the photomultiplier were pro­
cessed using a counter type processor which consists of filters, 
an amplifier, a timer, a digital output, and a D/A (Digital to 
Analog) converter. The signals from the digital output of the 
signal processor were used to obtain the turbulent velocity and 
intensity by using data analysis program FIND from TSI in­
stalled in a personal computer. In this software, the correcting 
process for velocity bias is included. 

Measuring Locations. Measuring paths and locations are 
shown in Fig. 3 and tabulated in Table 1 in accordance with 
the present coordinate system shown in Fig. 4. Turbulent veloci­
ties were measured at paths 1, 2, and 3 with varying the axial 
locations (x) in negative and positive direction covering the 
entire span between spacer grids. Paths are located at central 
region in gap between rods. At points on the paths more detailed 
flow measurements in axial direction were performed in particu-
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Flow 
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Fig. 4 Axial location of spacer grids and pressure taps 

lar near spacer grids. Pressure drops were measured at pressure 
taps shown in Fig. 4. 

Experimental Results and Discussions 

Pressure Drops. The pressure drop at the spacer grid 
(APc) is related to the bulk average fluid velocity, [/„„, in the 
rod bundle (Rehme, 1973). 

Nomenclature 

D = rod diameter, m 
Dft = hydraulic diameter, m 
/ = friction factor 
P = pitch, m 
p = pressure. Pa 

Re = Reynolds number (Ua^DJu), di-
mensionless 

s = rod gap spacing, m 
U = axial time mean velocity, m/s 

C/„„ = entire subchannel average velocity, 
m/s 

u = instantaneous velocity, m/s 
M = axial fluctuating velocity, m/s 

u' = root mean square of w, m/s 
V = radial time mean velocity, m/s 
V = radial fluctuating velocity, m/s 

W = wall distance, m 
W = azimuthal time mean velocity, m/s 

w = azimuthal fluctuating velocity, m/s 
X = axial coordinate, m 
y = traversing coordinate, m 
z = traversing coordinate, m 
K = half angle of laser beam intersec­

tion, degree 
\ = laser wavelength, m 
1/ = kinematic viscosity, m^/s 
p = fluid density, kg/m ^ 
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APo CBP ul (1) 

where CB is the loss coefficient of the spacer and p is the fluid 
density. Figure 6 shows the loss coefficient profile with variation 
of Reynolds number based on hydraulic diameter and average 
velocity. Loss coefficients are compared with the reproduced 
Rehme (1973)'s data for the square array with the spacer grid 
of tube squares axially connected. The present data show lower 
values than those reported by Rehme. 

The friction factors ( / ) in rod bundles were estimated as 
shown in Fig. 7 from measured pressure drops and compared 
with the Blasius (1913) correlation given by / = 0.316/Re"^', 
where / is Darcy friction factor. The friction factors were esti­
mated as 

/ = 
dP 2D„ 

dx pUl^ 
( 2 ) 

The results show that those of the present work are a little 
higher, about 2.5 percent, than the values given by the Blasius 
curve. 

Axial Velocity. Figure 8 shows the axially developing ve­
locity profiles at paths 1-3. The velocity profiles at paths 1 and 
2 are similar each other, however, different from that at path 3 
which is in the wall and corner subchannels. The lower spacer 

Table 1 Measuring locations for 5 X 5 rod bundle test 

xlDu ylH zlH 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
II 
12 
13 
14 
15 
16 
17 
18 

-11-53 
-11-53 
-11-53 
-11-53 
-11-53 
-11-53 
-11-53 
-11-53 
-11-53 
-11-53 
-11-53 
-11-53 
-11-53 
-11-53 
-11-53 
-11-53 
-11-53 
-11-53 

0.097 
0.097 
0.097 
0.097 
0.097 
0.097 
0.28 
0.28 
0.28 
0.28 
0.28 
0.28 
0.47 
0.47 
0.47 
0.47 
0.47 
0.47 

0.06 
0.13 
0.22 
0.31 
0.41 
0.50 
0.06 
0.13 
0.22 
0.31 
0.41 
0.50 
0.06 
0.13 
0.22 
0.31 
0.41 
0.50 

xlD,, y/H zlH 

2, 4, 8, 16, 32, 50 
2, 4, 8, 16, 32, 50 
2, 4, 8, 16, 32, 50 

0.097 
0.28 
0.47 

0.019-0.54 
0.019-0.54 
0.019-0.54 

grids disturb the local velocity field, which causes a change in 
mass flow within each subchannel through the spacer grids. 
Near the upstream spacer grid, at xlD^ = 2, the flow fluctuates 
drastically due to the flow blockage and turbulence generation 
induced by the sharp edge of the spacer grid. At xlD^ = 32 
and 50, the flow is nearly developed. Figure 9 shows the axial 
velocity distribution at points at different axial locations down­
stream of spacer grid. At points on path I the velocities at points 
1, 3, and 5 decrease and those at points 2, 4, and 6 increase 
through spacer grids. It is observed that flow mixing occurs 
intensively after passing through spacer grids up to about xlD,, 
= 20. As the flow develops, the flow distribution becomes 
recovered to the original one just before the lower spacer grid. 

Axial Turbulent Intensity. Figure 10 represents the axial 
turbulent intensities at points. The highest intensity is distributed 
just behind the lower spacer grid. The intensity decreases to the 
lowest value at above x/D,, = 30. The turbulent intensity in­
creases drastically through spacer grids, and decreases rapidly 
to the stable level as the flow develops. It is observed that 
the intensities far downstream in the upper grid span coincide 
excellently with the values far downstream in the lower grid 
span. This implies that the intensity distributions are repeatable 
with the grid spans. The turbulent intensity decay behind the 
spacer grid can be explained by turbulence decay in turbulent 
flows through mesh grids (Comte-Bellot and Corrsin, 1966 and 
Sreenivasan et al , 1980) or screens (Laws and Liversey, 1978). 
Usually the relation of the turbulence decay rate is expressed 

u 
1P 

X XQ 

M~ M 
( 3 ) 

where a, M, XQ, and n are fitting constant, grid mesh size, 
virtual origin, and decay rate, respectively. Grid mesh size, M 
is assumed to be pitch length, P in the present study. The axial 
turbulent intensities at points 1-6 behind spacer grid are plotted 
in Fig. 11, and compared with the Sreenivasan et al.'s data. For 
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the case of Sreenivasan et al., the values of a, XalM, n are 0.04, 
3 and 1.2, respectively. However, the virtual origin, Xo/M, of 
the present correlation in Fig. 11 was shifted from 3 to 0. The 
present correlation is obtained as 

It is generally observed that the turbulent intensity decay at 
points inner region behaves as that of the mesh grid. 
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Fig. 9 Axial velocity distribution at points (Uncertainty in axial velocity 
= ±2.9 percent) 

Fig. 11 Axial turbulent Intensity decay behind spacer grid at points 
1-6 (Uncertainty in axial turbulent intensity = ±7.7 p<!rcent) 
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Some observations from the results of axial turbulence decay 
can be deduced by referring to conservation equation of axial 
turbulent intensity in steady state, constant density and three-
dimensional condition. 

^du^ ^du^ „,a«' -—at/ -du 
dx ay az ox ay 

I II 

2uw 
dU 

dz 

dx 

du^v du^w 2 dpu 

dy 
III 

dz dx + v 
d'-u' dV dV_ 

dx' "*" dy' ^ dz' 

III 

2 du_ Udu 

p dx \\dx 
IV 

(1)1 (5) 

where the designated terms I, II, III, IV, and V represent convec­
tion, production, diffusion, pressure redistribution, and dissipa­
tion terms, respectively. For the case of developing region, par­
ticularly immediately behind spacer grid, it is hard to explain 
the turbulence increase and decay. In developing region, all 
terms in Eq. (5) are contributing to axial turbulent intensity. 
Regarding the sharp increasing of the turbulence through spacer 
grids, notice the first term in Production in Eq. (5). As can be 
seen in Fig. 9, the axial velocities at points 1, 3, and 5 decrease 
rapidly through spacer grid up to nearly XIDH = 4, which causes 
the first term of the Production to generate higher turbulence 
production. The axial velocities at points 2, 4, and 6 increase 
through spacer grid, which means that the first term of the 
production generates the negative-production. This fact is indi­
cating that at points 2, 4, and 6, V, W, velocities as well as 
pressure redistribution are dominantly contributing to axial tur­
bulent intensity. Considering the fully developed flow, x-deriva-
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lives, V and W become 0. In this case, the second and third 
terms in Production and Dissipation are dominant. 

An interesting trend is found in the downstream region. The 
intensities in some Points increase after x/D,, = 10 ~ 20, where 
the turbulence level is even lower than that in the far-down­
stream region. This can be explained as the "energy reversal" 
of Rowe and Chapman (1973). As the flow develops, the turbu­
lence scales grow gradually to the diffusive large scales by 
which the diffusion terms are governed. The increase of diffu­
sion from the rod surface increases the turbulent kinetic energy. 
The intensities increase to the relatively higher value at about 
XIDH = 30, which is called "saddle points" in Rehme (1992). 
The "energy reversal" and "saddle points" are caused by the 
large scale flow pulsation between the subchannels through 
gaps. 

Higher Moments of Velocity Fluctuation. The skewness 
factor, S, and flatness factor, F, which are third and fourth 
moment of turbulent fluctuation, are defined as (Tennekes and 
Lumley, 1972): 

S = 
{u'Y 

(« ' ) ' 

(6) 

(7) 

S and F at points 1-18 are shown in Figs. 12 and 13. The 
reference values, S, and F for the Gaussian normal distribution 
are 0 and 3, respectively. For skewness factor, the fluctuation 
distribution is skewed upstream of the spacer grid, however 
just behind the spacer grid after passing through spacer grids, 
skewness factors are tended to be normal values. This implies 
that the turbulent flow becomes more isotropic through spacer 
grids. By Townsend (1976), the skewness factor is related to 
the turbulent energy convection from larger turbulent intensity 
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to smaller turbulent intensity. The flow far downstream region 
is strongly non-isotropic due to complex flow passage, which 
causes the flow region to be non-homogeneous in turbulent 
energy and to be deviated from normal values of skewness 
factor. By Townsend (1976), the flatness factor is related to 
intermittency. The effects relating to flatness factor are more 
pronounced the greater the difference in sizes between the en­
ergy containing eddies and the viscous eddies that dissipate the 
turbulent energy. In the present flow, because of non-isotropic 
and complex flow behavior such as inter-mixing between sub­
channels, the flatness factors show higher values than the normal 
value of 3. The effects of the spacer grid on the flatness factor 
are not so pronounced in the results. 

Uncertainty Analysis. Experimental uncertainties in the 
experimental data were evaluated according to the ANSI/ 
ASME PTC 19.1 Code (1985). Uncertainties of loss coefficient 
and friction factor factor are 2.8 and 2.79 percent, respectively. 
And the uncertainties of axial velocity, turbulent intensity, 
skewness factor, and flatness factor are 2.9, 7.7, 9.8, 11 percent, 
respectively. 

Concluding Remarks 

In order to investigate the effects on turbulence due to the 
mixing spacer grid in rod bundles, the detailed hydrauUc charac­
teristics in subchannels of a 5 X 5 rod bundle with mixing 
spacer grids were measured by using a LDV (laser Doppler 
Velocimetry). The experimental results led to the following 
conclusions. 

It was generally observed that the turbulent intensity decay 
rates observed behind the spacer grid can be explained by turbu­
lence decay in turbulent flow through mesh grids or screens, 
and show similar trends as mesh grid or screen flows. The 
flow immediately downstream of the spacer grid is intensively 

fluctuating with a higher turbulence energy and more isotropic 
than just before the spacer grid. 

For skewness factor, the fluctuation distribution is skewed 
upstream of the spacer grid, however just behind the spacer 
grid after passing through spacer grids, skewness factors are 
tended to be normal values. The effects of the spacer grid on 
the flatness factor are not so pronounced in the results. 
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Analysis of Fluid-Structure 
Interaction by Means of 
Dynamic Unstructured Meshes 
This paper presents a computational analysis on forced vibration and fluid-structure 
interaction in compressible flow regimes. A so-called staggered approach is pursued 
where the fluid and structure are integrated in time by distinct solvers. Their interac- 
tion is then taken into account by a coupling algorithm. The unsteady fluid motion 
is simulated by means of  an explicit time-accurate solver. For the fluid-structure 
interaction problems which are considered here the effects due to the viscosity can 
be neglected. The fluid is hence modeled by the Euler equations for  compressible 
inviscid flow. Unstructured grids are used to discretise the fluid domain. These grids 
are particularly suited to simulate unsteady flows over complex geometries by their 
capacity of  being dynamically refined and unrefined. Dynamic mesh adaptation is 
used to enhance the computational precision with minimal CPU and memory con- 
straints. Fluid-structure interaction involves moving boundaries. Therefore the Arbi- 
trary Lagrange Euler method (ALE-method) is adopted to solve the Euler equations 
on a moving domain. The deformation o f  the mesh is controlled by means of  a spring 
analogy in conjunction with a boundary correction to circumvent the principle of  
Saint Venant. To take advantage of  the differences between fluid and structure time 
scales, the fluid calculation is subcycled within the structural time step. Numerical 
results are presented for  large rotation, pitching oscillation and aeroelastic motion 
of  the NACAO012 airfoil. The boundary deformation is validated by comparing the 
numerical solution for  a flat plate under supersonic flow with the analytical solution. 

In troduct ion  

The current trend in aeronautics is to diminish the weight of 
the structural components. As a consequence the structure is 
more susceptible to external forces and dynamic interaction 
between fluid and structure is more likely to occur. To calculate 
this interaction the fluid solvers have to be coupled to structural 
solvers. 

The main interest of this research lies in the transonic flow 
regime where the nonlinearity of the fluid equations requires a 
time-accurate approach for the interaction between fluid and 
structure. To achieve this, the fluid and the structure are inte- 
grated in time by separate solvers and their interaction is taken 
into account by a coupling algorithm. The fluid is assumed to 
be compressible and inviscid so that it can be described by the 
Euler equations. 

In the next section the numerical method is described. There- 
after the numerical results for several two dimensional test cases 
are discussed and finally, the conclusions are presented. 

N u m e r i c a l  M e t h o d  

This section describes the numerical method which is used 
to calculate fluid-structure interaction. The character of the sub- 
ject is multi disciplinary, therefore the section is divided into 
five parts which discuss the numerical methods for the fluid, 
mesh adaptation, mesh deformation, structure and coupling re- 
spectively. 

Euler Equations on a Deforming Domain. Fluid-structure 
interaction deals with a moving fluid domain. Consequently the 
governing equations have to be described in a moving coordi- 

nat e system. Here the Arbitrary Lagrange Euler method (ALE- 
method, Donea et al., 1982) is adopted. For the ALE method 
the coordinates are neither fixed (Euler) nor moving with the 
particles (Lagrange), but they can move in an arbitrary way. 
For moving boundary problems the domain is deformed around 
this boundary. This method is well suited for fluid-structure 
interaction problems. 

When the domain is fixed the inviscid fluid flow is described 
by the unsteady Euler equations. On a two-dimensional domain 
f~ and boundary F, the conservative integral form of these equa- 
tions reads, 

ffaOWdf~+fr (Fnx+Gny)dr=°Ot (1) 

where, 

w =  {;ul 

pU2 + P G = (3) 
F = ~ puv ~ pv z + p  ] 

\ u ( p E  + p)  \ v ( p E  + p ) /  

p, u, v, E, and p denote the density, velocity in the x and y 
direction, total energy and pressure respectively, h = (nx, ny) 
denotes the outward normal to the boundary. Equation (1) is 
closed by the equation of state for a perfect gas, 

P = (T - 1)P[½( uz + v2)] (4) 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
December 29, 1997; revised manuscript received August 6, 1998. Associate Tech- 
nical Editor: J. A. C. Humphrey. 

where y is the ratio of the specific heats. 
When the coordinates are moving, the metric of the system 

changes according to this movement. The Euler equations are 
hence modified. The integration volume becomes time depen- 
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dent and in order to compensate for this change, the so-called 
transpiration fluxes (6) are added. On a moving domain the 
conservative integral form yields, 

°fL ~t u) Wdf~ + (,) ( (F - x,W)nx 

+ (G - y,W)ny)dF = 0 (5) 

The domain is denoted by f~(t) and F(t)  denotes the boundary 
of the domain which are both time dependent, x, and y, are the 
coordinate velocities in x and y direction respectively. 

The difference between the Euler equations on a fixed domain 
(1) and those on a moving domain (5) is twofold. First, the 
integration volume Q(t) changes in time, therefore the time 
derivative has moved out of the volume integral. Second, 
transpiration fluxes are added to calculate the conservative 
quantities which are transpired through the moving boundary 
F(t) .  This transpiration flux is defined by, 

.... = - r  ((xtW)nx + (ytW)ny)dF (6) F 
a F  0 ) 

In order to retain a conservative numerical scheme it must at 
least be possible to calculate steady state flow on a moving 
mesh. Consequently the time integration of the transpiration 
fluxes has to be performed by the same integration algorithm 
as for the mesh. In the case of fluid-structure interaction this 
corresponds to the time integration of the structure. This condi- 
tion is called the Geometrical Conservation Law (GCL, Farhat, 
1995, Thomas and Lombard, 1979). For example, when the 
trapezoidal rule is used for the integration of the mesh from t n 
to t "+1 the transpiration fluxes have to be calculated at time t" 
+ ( l / 2 ) A t ,  where At is the time step t "+~ - t". 

The Euler equations are solved on an unstructured moving 
grid which consists of triangles. The equations are spatially 
discretised by a Jameson like scheme on dual control volumes 
(Richter and Leyland, 1993 ). This scheme is of a central differ- 
ence type with second and fourth order dissipation terms. These 
terms are added to avoid oscillations near shocks and for the 
solution to remain smooth far from the shock regions. This 
scheme is second order accurate in space and is integrated in 
time by an explicit fourth order Runge-Kutta scheme. 

D y n a m i c  Mesh  Adaptat ion .  The use of an unstructured 
mesh has particular advantages when the mesh is to be adapted 
to the solution. The mesh can be locally refined by adding nodes 
to the mesh or unrefined by suppressing nodes. This process is 
of high interest when transient phenomena have to be calculated. 
The zones of interest can be followed by a fine mesh while the 
mesh can be locally unrefined when a low gradient zone passes 
by to save CPU time and memory space. 

Richter and Leyland (1993) have presented a nonhierarchical 
refinement/unrefinement algorithm which is combined with 
fluid-structure interaction in this paper. The mesh is refined or 
unrefined when the gradient of a chosen physical quantity ex- 
ceeds a reference value. 

When the refinement/unrefinement operation is carried out 
the mesh is further optimised by smoothing, diagonal swapping 
and node suppression procedures. For more details the reader 
is referred to Richter and Leyland (1993). 

Mesh Deformation. The computational mesh has to be 
moved or deformed to solve the fluid equations on a moving 
domain. The method which is adopted to deform the mesh is 
called the spring analogy (Batina, 1990). This method is very 
general because it can handle moving boundaries as well as 
deforming boundaries which are needed for general fluid-struc- 
ture interaction problems. 

When the boundary is displaced the mesh is deformed and 
mesh cells are squeezed and stretched or maybe even inverted. 
The spring analogy is then used to restore the mesh to a more 

regular state. The spring analogy replaces the segments in the 
mesh by fictitious springs. When the boundary is deforming, 
the mesh is restored by means of these springs. 

The displacements of the nodes are determined by calculating 
the elastic eguilibrium using the generalised Hook's law, P = 
a2. Where F, a and 2 are the force vector, spring stiffness and 
displacement vector respectively. There are two different spring 
analogies which are distinguished by the equilibrium position 
of the springs. 

The vertex method considers the springs to have their equilib- 
rium position at zero length. Then the springs inside a mesh 
are always under tension unless their length is zero. When this 
method is used an initial mesh is not necessary in equilibrium. 
The method is used by Richter and Leyland (1993) to smooth 
the mesh after the refinement/unrefinement procedure. 

The segment method considers the springs to have their equi- 
librium length at the length of the segment before mesh defor- 
mation. Accordingly, every mesh is initially in equilibrium and 
is not deformed unless the boundary is moved or deformed. This 
method is used by Batina (1990) to calculate forced vibration of 
an airfoil. 

First the vertex method is discussed. The deformation of the 
mesh by the elastic springs is calculated by performing Jacobi 
iterations on Hook's law. The iterative equation to be solved is 
given by, 

E ~uk} 
.~7+1 : `/=1 (7) 

X a U 
j = l  

where a 0 is the spring stiffness of the spring between node i 
andj.  21 is the position vector of node i. ~i denotes the number 
of neighbours of node i. The stiffness is taken as a power of 
the length of the segment multiplied by a scaling factor, 

a u  = cb((xl - x~) 2 + (yl - yA2)  ~ ( 8 )  

where ~ and ~b are adaptive parameters to be chosen by the 
user, in order to obtain a regular mesh deformation. The second 
method, the segment method also uses Jacobi iterations to solve 
the elastic equations. The iterative equation reads in this case, 

r/i 

x ~,j37 
~ ? + !  - -  ,i=1 - 7, (9 )  

OL ij 
j - -1  

where 6~ is the displacement vector of node i. The stiffness of 
the springs a u is again calculated by equation (8). The parame- 
ters correspond to ~b = 1 and ~b = - ( 1 / 2 )  in the original 
method of Batina (1990). 

For the present study the spring analogy is further improved. 
Since the nature of the elastic equations for the mesh is elliptic, 
the principle of Saint Venant holds for the deformation of the 
mesh. This principle states that local perturbations of the solu- 
tion only have local consequences. Therefore the mesh is only 
deformed close to the deforming boundary. In order to circum- 
vent this property the stiffness near the boundary is increased 
so that the deformation is spread out further into the mesh. To 
achieve this local stiffening of the system the factor ~b in Eq. 
(8) is increased for a number of element layers adjacent to the 
boundary (Blom, 1996). 

The spring analogy and the ALE-method are compared to a 
simple technique on a model problem for validation purposes. 
When the movement of the boundary is restricted to a rigid 
body movement of an isolated object, the whole mesh can be 
moved with the boundary (Richter and Leyland, 1993). In this 
way the mesh remains rigid and no integration volume changes 
have to be calculated. Hence, the addition of the transpiration 
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flux (6), to the Euler equations (1) is sufficient. The advantage 
of the rigid moving mesh is that there is no need for an algorithm 
to deform the mesh. However, the rigid moving mesh approach 
is less general than the spring analogy and it only serves for 
comparison here. 

Structural System. To describe the structural system the 
equations of motion for an undamped mechanical system is 
chosen as a point of departure. The strains and deformations in 
the structure are supposed to remain small so that the linear 
theory can be applied. The equations are then written as, 

Fluid 

[M]{u(t)} + [ K ] { « ( 0 } = {F(01 (10) 

where [M] is the mass matrix, [K] is the stiffness matrix, 
{ « ( 0 ) is the vector of degrees of freedom, [u(t)] denotes the 
double time derivative of this vector and {F(?)} is the external 
force vector. The matrix equation (10) can for example result 
from a finite element or finite difference approach of a continu­
ous structure. In fluid-structure interaction problems the external 
force is provided by the fluid pressure on the interface. 

The structure has to be integrated in time simultaneously with 
the fluid. Therefore (10) has to be solved by means of a direct 
integration method. Several integration methods for the struc­
ture are investigated. First the central difference method (Bathe, 
1982) is considered. This method assumes the displacements 
to be parabohc in time. The second order function is interpolated 
among three time levels of the structure. The central difference 
method is an expUcit method with the stability restriction on 
the time step, At s (2/w„). Here a;„ is the highest eigen-
frequency of the structural system (10). 

Next, the Newmark method (Bathe, 1982) is adopted. The 
Newmark method is an implicit integration method. The general 
Newmark method contains two variables S and fi which are 
chosen as: 6 = 1 / 2 and /3 = 1/4. These values lie within the 
stability limit, which is given by, P a (l/4)((5 -I- ( l / 2 ) ) \ 
When these values are taken the acceleration is constant in the 
time interval At and equal to (uit"^') + M(r"))/2. The velocity 
is then linear and integrated by means of the trapezoidal rule. 

Finally, the Runge-Kutta method is taken. This method is 
chosen since the time integration in the fluid solver is of the 
same type. The method was proposed by Bendiksen (1991) in 
order to improve the energy transfer between fluid and structure. 
The Runge-Kutta method is an explicit method which is condi­
tionally stable. Here the fourth-order Runge-Kutta scheme with 
standard coefficients is chosen so that the order is the same as 
for the fluid solver. The time step of this method is restricted 
to At :£ (2v2/a;„) where w„ is the highest eigenfrequency of 
the structural system. 

The explicit integration methods will only be applied to the 
aeroelastic motion of a two degree of freedom airfoil because 
of their conditional stability. 

Fluid—Structure Coupling. Now that the individual nu­
merical methods for the fluid, mesh and structure have been 
described they have to be coupled. The coupling of the systems 
takes place at the fluid-structure interface. On the one hand, the 
structural displacements on the interface are transferred to the 
fluid. On the other the fluid pressures are transferred as an 
external force vector to the structure solver. 

First the fluid and the structure integrators are supposed to 
have the same time step. This time step is determined by the 
smallest time step which is needed for stabifity of the fluid and 
structure solver. At time t" the state of the fluid, structure and 
mesh is known. To advance the system to the next time level 
the following procedure is followed: 

1. Predict the state of the structure at the end of the current 
time step (t = r""^'). 

2. Calculate the mesh movement during the current time 
step. 

Structure 

tn+1 (H t"'*'' t" t 

Fig. 1 Original (left) and subcycled (right) algorithm 

3. Integrate the fluid to the next time level. 
4. Update the structure to the next time level using the fluid 

pressures on the boundary. 

Remarks 

1. The structure is predicted by a linear predictor according 
to. 

'} = {u"} + At{u" (11) 

2. The mesh is updated by the improved spring analogy. 
3. The fluid is integrated using the ALE-method. 
4. The structure is integrated in time by the methods dis­

cussed in the previous section. 

The coupling algorithm is schematically shown in Fig. 1. 
Since the structural movement is predicted to the next time 
level, the domains of the fluid and structure are not matching 
during the time step. This so-called volume-discontinuous 
method conserves the energy better than the volume-continuous 
method where the interfaces are matching. Pipemo (1995) has 
shown that calculation with a prediction of the velocity at the 
correct time (volume-discontinuous) is more accurate than cal­
culation with the right velocity at the incorrect time (volume-
continuous). The time step At is limited by the stability limit 
of the time integration algorithms. Generally this is dominated 
by the fluid solver, which is restricted by the CFL condition. 

For sufficiently fine meshes the explicit fluid solver requires 
small time steps in order to maintain stability whereas the struc­
ture solver often allows for larger time steps. To make use of 
this property, the fluid can be subcycled. The procedure to 
advance the system from t" to f"*' is described the following 
algorithm (see also Fig. 1), 

1. Predict the state of the structure at the end of the current 
time step (f = f"*'). 

2. Calculate the mesh movement during the current time 
step. 

3. Integrate the fluid to the next structure time level with 
as many fluid time steps as needed. 

4. Update the structure to the next time level using the fluid 
pressure on the boundary. 

Remarks 

1. The time step At = r""̂ ' - t" is determined by the accu­
racy requirements for the structure. 

2. The mesh velocity is constant during the time step At. 
3. The fluid is integrated with time steps which are needed 

for stability of the fluid solver. 
4. The external force vector for the structure is calculated 

from the mean of the pressures {p"*^'^) during the time 
step At. In this way the optimal energy conservation 
properties are achieved as noted by Pipemo (1995). 

Numerical Results 
The numerical methods are now validated by several test 

cases. First the improvements on the spring analogy are shown 
by a large rotation of the NACA0012 airfoil. Then a forced 
vibration problem on the airfoil is calculated. Aeroelasticity is 
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Fig. 2 Zoom at trailing edge of deformed meslies with (ieft) and without 
(right) boundary correction 

then introduced by supporting the airfoil by two elastic springs. 
Finally, a boundary deformation is included for the flutter of a 
plate under supersonic flow. 

Large Rotation of an Airfoil. To show the capabilities of 
the improved spring analogy the NACA0012 airfoil is rotated 
45° around the quarter chord. The circular mesh consists of 
3693 nodes and 7266 elements and has a radius of ten times the 
chord of the airfoil. After the deformation the mesh is heavily 
distorted. The mesh is recovered by the segment method which 
is most suitable for a moving boundary problem as will be 
shown in the next section. The parameters in Eq. (8) are taken 
Rsij/ = —I and tf> = \. The boundary correction is applied to one 
layer of elements near the boundary and there the multiplication 
factor is taken as </> = 3. The Jacobi algorithm (9) converges 
in 3000 iterations. Figure 2 shows that in this case the boundary 
correction is imperative for the mesh to remain valid, i.e., to 
avoid inverted cells. 

Forced Pitcliing Vibration of an Airfoil. In this section 
the moving mesh scheme is applied to a pitching NACA0012 
airfoil which has been elaborately treated in the literature. Ba-
tina (1990) also used the segment spring method to move the 
mesh. Farhat and Lin (1990) used a multiple moving frame of 
reference approach which is more suitable for structured 
meshes. Richter and Leyland (1993) calculated the problem 
with a rotating frame of reference. 

The airfoil is forced into a pitching oscillation around the 
quarter chord. The variation of the angle is given by, 

a(t) = 0.016° + 2.51° sin [liy MM] (12) 

where k is the reduced frequency defined hy k = udlilU^). 
M„ is the Mach number at infinity, d is the chord, f/oo is the 
velocity at infinity, and ut is the frequency in radians per second. 
The reduced frequency is taken as A: = 0.0814 and the Mach 
number at infinity as M„ = 0.755. The ratio of specific heats is 
taken as y = 1.4. The initial solution is taken as a uniform 
Mach 0.775 flow with an incidence angle of 0.016°. 

The mesh is the same as the one which is used in the previous 
section. The spring analogy is performed with the vertex and 
segment method. The parameters in Eq. (8) for the vertex 
method are taken as i/f = 0.1 and (j> = I. The value of 4> is 
changed in the first layer close to the boundary to <f) = 2. For 
the segment method the parameters are taken as i/f = - 1 and 
4> = 1. Close to the boundary the same </> = 2 is taken as 
for the vertex method. Two Jacobi iterations per time step are 
performed on the spring system which shows to be sufficient. 

The lift coefficients as function of the angle are compared 
for the different methods and to the experiment of Landon 
(1982). The result is depicted in Fig. 3. It can be seen that the 
lift coefficient of the vertex method performs oscillations in the 
beginning of the cycle. This is caused by the initialisation pro­
cess of the mesh. The vertex method deforms the initial mesh 
due to the initial non-equilibrium of the system. The curve 
calculated with the segment spring method shows less oscilla­
tions. The maximum deviation of the lift coefficients at conver-
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^^ 
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Fig. 3 Comparison of lift coefficients 

gence is 5.18 percent for the segment method and 9.18 percent 
for the vertex method. The difference with the experimental 
results is also found in all other numerical simulation previously 
mentioned. The difference are probably due to an offset of the 
angle of attack in the experiment. 

Aeroelastic Motion of an Airfoil. The fluid-structure inter­
action algorithms are validated by the flutter simulation of the 
NACA0012 airfoil which is supported by two springs. Two 
springs are attached to the quarter chord, a torsion spring re­
acting to the pitching motion and a linear spring reacting to the 
plunging motion. This test case is also studied numerically by 
Rausch et al. (1989), Farhat and Lin (1990), and Piperno 
(1995). 

The construction can be described by a system of two degrees 
of freedom. The nondimensional governing equation for the 
elastic system is given by. 

1 

J ^ 

2mb 

2mb 

L 
4mb^ 

{fl 
4culMi 

0 

LMi 0 
MiC, 

TTfJ. 

MiC,„ 

TTfl 

} (13) 

where h and a are the plunging and pitching displacements, h 
= h/2b, b is the half-chord, m is the mass of the airfoil per 
unit span, Sa is the static moment around the elastic center, /„ 
is the rotational moment of inertia, w,,, Wj, are the decoupled 
natural frequencies of the plunging and pitching moment respec­
tively, Moo is the far field Mach number, ^ = ml-Kb^p^ is the 
mass parameter, U* = UJbijJa is the velocity parameter, p„ is 
the fluid density at infinity, U„ is the fluid velocity in the far 
field and Ci, C„, are the lift and moment coefficient, respectively. 

The coefficients for the flutter analysis are listed in Table 1. 
The fluid mesh is the same as in the previous section. The initial 
conditions for the flow are taken as the steady flow over the 

Table 1 Parameters for the elastically suspended 
NACA0012 

a;,, 
Ua 

Sa 
m 

100 rad/s 
100 rad/s 
0.9 kg m 
1 kg 

h 
L 
M 

0.5 m 
0.8695 kg m 
60 
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• Newmark (dt=3.7E^) 
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0.20 
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Fig. 4 Evolution of thie angle without (left) and with (right) subcycling 

airfoil at zero angle of attack. The angle of attack is then 
changed by 0.01 radians in order to introduce an initial perturba­
tion into the system. The fluid-structure interaction problem is 
solved at a Mach number Mo, = 0.8. 

First the fluid-structure interaction is calculated with the orig­
inal coupling algorithm where no subcycling is applied. The 
segment spring analogy is chosen for the mesh deformation 
because of its superior performance on the pitching problem. 
The calculations show an unstable motion for U* = 6.928, 
nearly stable motion for U* = 5.477 and stable motion for U* 
= 3.464 which is also found by Farhat and Lin (1990) and 
Rausch et al. (1989). The results of the evolution of the angle 
calculated with the different structure integrators are shown in 
Fig. 4 for (/* = 5.477. The agreement among the different time 
integrators is very well, the curves are indistinguishable in the 
figure. 

Next, the fluid is subcycled within the structural time step. 
The structural time step is fixed and the fluid is iterated in 
between as often as is needed for the stability of the fluid solver. 
The Newmark scheme is used to integrate the structure since 
its stability is unconditional. The evolution of the angle is de­
picted in Fig. 4. The low frequency at which instability arises 
is well captured by all of the simulations. However, when the 
structural time step is 1.8* 10"' , the high frequency component 
can no longer be captured accurately. Nevertheless the overall 
numerical stability of the solution method is not affected. 

The numerical data for the subcycling computations are listed 
in Table 2. The computation is performed on a Silicon Graphics 
R4400 processor. The table shows that the calculation with 24 
subcycles does not benefit from subcycling. It can be seen that 
the number of iterations in the fluid solver increases when sub-
cycling is introduced. This is caused by the fitting of the fluid 
time steps into the structural time step which bring about over­
head costs. These overhead costs are larger for the second case 
than the gain in CPU time for less structural time steps. The 
structural problem has only two degrees of freedom, which is 
insufficient to account for subcycling benefits. In the third case 
the number of extra fluid iterations is much less which leeds to 
a slightly smaller CPU time. Clearly, there is nothing to be 
gained from subcycling with such a simple structural system. 
Substantial gains are only expected when the structure consists 
of a much more complex system. 

Supersonic Flow Over a Flat Plate. In this section the 
domain of the fluid is not only moved but also deformed. The 
problem which is solved is the flutter of a plate with infinite 
aspect ratio under supersonic flow. Bisplinghoff and Ashley 
(1962) and Houbolt (1958) calculated the analytical solution 
for this problem by means of the shallow shell theory and a 
first order approximation for the aerodynamics. The problem 
has been solved numerically by Piperno (1995) and also by 
Farhat etal. (1994). 

To find the analytical solution the flat plate is described by 
the shallow shell theory. The plate has an infinite aspect ratio 
for which the governing equation yields. 

+ D 
'Y{x,t) 

P(x, t) (14) 

where Y{x, t) is the vertical deflection of the plate and P(x, 
t) the pressure per unit length, which are both a function of 
distance (jc) and time {t). The m and D coefficients are given 
by, 

D 

p.sh 

12(1 - i/2) 
(15) 

where h is the thickness of the plate, pj is the structural density, 
E is Young's modulus and v is the Poisson ratio. The plate is 
clamped at both sides. In the first-order approximation for the 
aerodynamics the pressure on the plate is given by, 

P(x, t) = 
p^U^ 

4MI 

„ dY(x,t) Mi 2dY{x, t) 

dx Mi- 1 dt 
(16) 

where p„ is the far field density, U^, is the far field velocity 
and Mco the far field Mach number. Equation (16) can now be 
substituted into Eq. (14) which is solved in the frequency do­
main by the method of Houbolt (1958). For the parameters in 
Table 3 the stability limit is reached at Mach number M„ = 

Table 2 Comparison of CPU time for different subcycles 

Str. time step 
Fl. Iterations 
Str. Iterations 
Subcycles 
CPU 

no subcycling 
20770 
20770 
0 
41161.86 

3.7*10-" 
21294 
900 
24 
42754.27 

1.8*10"' 
20878 
180 
116 
40346.02 

l a o i e 

L 
h 
P. 
E 

J rarameiers lor me ni 

0.5m 
1.35 X 10"' m 
2710 kg/m' 
7.728 X 10'" N/m' 

It piaie nun 

y 
Poo 

/9„ 

U 

lex computation 

1.4 
25714 N/m 
0.4 kg/m' 
0.3 

796 / Vol. 120, DECEMBER 1998 Transactions of the ASME 

Downloaded 03 Jun 2010 to 171.66.16.146. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Table 4 First two eigenfrequencies (rad/s) of a flat plate 
with the Finite Difference (FD), Finite Element (FE) and 
Exact (Ex.) method 

N. of nds 

50 
100 
200 
300 

1 FD 

205 
201 
199 
198 

1 FE 

197 
197 
197 
197 

1 Ex. 

197 
197 
197 
197 

2FD 

564 
554 
549 
547 

2FE 

544 
544 
544 
544 

2 Ex. 

544 
544 
544 
544 

Fig. 6 Initial mesli, (3387 nodes, left) and adapted mesh, (4253 nodes, 
right) for the flow domain above the plate 

2.2686 and a frequency of w = 462.2 rad/s. Piperno (1995) 
found numerically a stability limit of Moo = 2.23. 

Next, this problem is also solved by the present numerical 
method. Two different numerical approaches for the plate are 
foflowed. First a Finite Difference (FD) method is used. The 
deflection of the plate is approximated by piecewise linear func­
tions between the nodes. The method is hence non-conforming. 
The eigenfrequencies of the flat plate are calculated and com­
pared to the exact solution (Weaver et al., 1990). The results 
are shown in Table 4 as a function of the number of nodes on 
the plate. 

Since the finite difference approach gives rather poor results, 
a Finite Element (FE) method is used. The deflection is approxi­
mated by third order polynomials between the nodes. Now every 
node has two degrees of freedom, deflection and rotation. The 
mass matrix is calculated consistently (no lumping). The eigen­
values of the plate are also calculated with this method and the 
results are more accurate than these of the finite difference 
approach as seen in Table 4. 

The supersonic flow is calculated in a semi-circular domain 
with a radius of 10 times the plate chord. The initial solution 
is given by the steady state flow above the plate which is de­
flected in its second eigenmode. The mesh is conforming on 
the fluid-structure interface, meaning that every mesh point on 
the structure coincides with a mesh point on the boundary of 
the fluid. Therefore there is no need for interpolation of the 
solutions on the interface. The fluid mesh consists of 10513 
nodes and 20809 elements. 

Starting from this steady state the flexibility of the plate is 
restored and the simulation is started. The maximum amplitude 
of the plate at flutter is situated atx — 0.35. The motion of this 
point in time is depicted in Fig. (5) for the finite difference 
method as well as for the finite element method. 

For the finite difference method the flutter limit is found at 
M„ = 2.9, which is too high in comparison to the analytical 
value and the numerical value of Piperno (1995). This overesti-

mation of the stability limit is caused by the small number of 
nodes on the plate for the finite difference approach. For the 
flutter calculation the plate is modeled by 125 nodes. The eigen­
frequencies are overestimated for such a small number of nodes, 
as can be seen in Table 4. The stiffness of the plate is overpre-
dicted by the finite difference model, therefore a higher flow 
rate is needed for the plate to reach the flutter limit. This expla­
nation is reinforced by the frequency of 486 radians/s found at 
the flutter limit which is also an overestimation of the analytical 
value. 

For the finite element simulation the same number of 125 
nodes on the plate is sufficient as can be seen in Table 4. Here 
the stability limit is found at a Mach number of 2.24 which is 
closer to the analytical value than the finite difference approach. 
The result is also in good agreement with Piperno (1995) who 
has found a stability limit of Mo. = 2.23. The agreement is also 
good for the flutter onset frequency which is found to be 467 
radians/s. 

Next, mesh adaptation is appUed to this problem. The gradient 
of the density is taken as an adaptation criterion. The plate is 
modeled by 50 third order finite elements, which is sufficient 
according to Table 4. Since the number of mesh points in the 
fluid is changing, the transfer solutions of the structure/fluid on 
the interface are linearly interpolated onto their fluid/structure 
counterparts. The mesh is adapted 129 times over about 6.5 
periods. This gives a mean value of 20 adaptations per period. 
The initial mesh and an intermediate mesh are depicted in Fig. 
6. These meshes are adapted to the solutions which are depicted 
in Fig. 7. When the plate passes through zero (flat position) the 
pressure gradients on the plate are very small. This low pressure 
gradient is convected with the flow. In Fig. 7 this zone is clearly 
visible and it can be seen in Fig. 6 that the mesh is unrefined in 
this zone and remains fine in the zones of interest. With this 
method the stability limit is also predicted at Mo, = 2.24. 
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Fig. 5 Amplitudes of the clamped supersonic plate at x = 0.35, using a linear finite difference method (left) and a third order finite 
element one (right) for the structure 
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Fig. 7 Initial pressure (left) and pressure at 2.93*10 ^ seconds (right) 

Conclusions 
The ALE-method has been shown to be well adapted to the 

calculation of unsteady aerodynamics. The improvement on the 
spring analogy enables very large deformations of the boundary 
which are not possible without boundary correction. With this 
new improved spring analogy and the ALE method good results 
for the rigid pitching airfoil problem have been obtained. This 
combination of methods is also suited for fluid-structure interac­
tion calculations involving deforming boundaries. This was 
demonstrated with the supersonic plate flutter problem. 

For the fluid-structure interaction, interesting results are ob­
tained. The structural time integrator has a minor influence on 
the results, as might be expected while the time steps are very 
small. When subcycling is introduced the CPU time does not 
necessarily decrease for the aeroelastic airfoil problem. The 
overhead caused by the subcycling can be larger than the gain 
in CPU time. So the gain (or loss) from subcycling in the fluid 
will be examined for problems with more complex structural 
systems. 

Finally, mesh adaptivity is applied to the flat plate problem. 
This method makes an efficient use of CPU and memory re­
sources. The results are promising especially when unsteady 
transonic flows are to be examined, where high flow gradients 
appear in small, rapidly changing zones. 
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A Time-Marching IVIetiiod for 
the Calculation of Nonsimilar 
3D Boundary Layers on 
Turbomachinery Blades 
A method is presented for the computation of three-dimensional boundary layers on 
turbomachinery blades. The method is based on a finite difference approach on a 
body-fitted curvilinear coordinate system, in which the time-dependent 3D boundary 
layer equations are marched in time until the steady-state solution is found. The 
method does not employ a similarity law and can therefore be applied to nonsimilar 
boundary layers. The method not only enables one to compute the skin friction and 
displacement of the boundary, but also provides information on the sources of entropy 
generation on the blades. The entropy generation is in fact split into three main 
components, which correspond to heat conduction, streamwise shear stress, and 
cross-flow shear stress. By considering each of the components of shear stress, at 
the design stage considerable insight can be found on the best way of modifying the 
blade geometry in order to reduce blade losses. The method is validated by compari­
son with analytical data for a laminar fiat plate, experimental results for a helical 
blade in turbulent flow, and an axial compressor blade. Finally, the method is applied 
to the prediction of boundary layers on a subsonic centrifugal compressor impeller 
blade. 

Introduction 

The flow through turbomachinery vanes and blades is dom­
inated by three-dimensional viscous effects. As a result, an 
essential step in the aerodynamic design of turbomachines is 
the prediction of the 3D viscous flow in the designed blade 
channels. For this purpose, it is now quite common to use a 
3D Navier-Stokes solver such as that of Dawes (1987) or 
Liu and Jameson (1993) for the computation of the flow 
through the blade channels in the final stages of the design 
process. Due to computer resource limitations, these Navier-
Stokes solvers tend to employ some form of law-of-the-wall 
in order to model the inner sublayer. Since most of the en­
tropy generation in the boundary layer is concentrated in 
the inner sublayer, see Denton (1993), the accuracy of the 
predicted loss is directly dependent on the law of the wall 
employed as well as the turbulence model. In fact the result 
of a recent survey, see Olcemen and Simpson (1992), shows 
that there is no strong evidence of law-of-the-wall similarity 
profile for 3D turbulent boundary layers. This could be one 
reason for the poor predictions of loss by most Navier-Stokes 
solvers even though they can predict the overall blockage 
effects in the flow channels quite accurately. 

One way of obtaining accurate and yet computationally inex­
pensive predictions of the near wall flow is to solve the 3D 
boundary layer equations. The finite difference technique for the 
solution of the boundary-layer equations in turbomachinery appU-
cation is weU established. The conventional approach for the solu­
tion of the boundary layer equations is the so-called space-
marching method, in which the solution is marched away from 
specified conditions on an initial line. Notable example of tech­
niques based on this approach are the work of Vatsa (1985) and 
Oshima (1994). One limitation of the space marching is that due 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
July 10, 1997; revised manuscript received July 6, 1998. Associate Technical 
Editor; P. M. Sockol. 

to the zone of dependence condition (see Wang, 1971), which is 
a result of the parabolic/hyperbolic nature of the boundary layer 
equations in three-dimensions, extra care should be taken in the 
discretization of the boundary-layer equations. Furthermore, the 
space-marching approach leads to complications in the specifica­
tion of the boundary conditions especially at the side walls. 

Another approach, which was first proposed by Steger and 
Van Dalsem (1985), is based upon a time-like algorithm in 
which the time-dependent three-dimensional boundary-layer 
equations are marched in time until the steady solution is found. 
This approach enables the use of flow dependent difference 
operators. Furthermore, the method can be used in the solution 
of time-dependent problems by using second-order accurate 
time-integration methods. 

In the method to be presented in this paper the time-dependent 
boundary-layer equation is solved by using a relaxation method 
to drive the solution to steady-state conditions. The equations 
are solved without the use of similarity transformation as used 
by Vatsa (1985). All convective transport terms both in stream-
wise and cross-flow directions are discretized by using local 
upwind differences. The boundary-layer equations are solved 
in the direct mode, with the velocity or pressure at the edge of 
the boundary layer specified, while the FLARE approximation 
(appeared in Rehyner and Flugge-Lotz, 1968) is used to take 
account of small regions of flow separation. 

Governing Equations 
For flexibility and ease of use the boundary-layer equations 

are solved on a nonorthogonal coordinate system (f, r?) in the 
plane parallel to the wall with an angle^ a between the two 
surface coordinates. The third coordinate C, is the actual distance 
measured normal to the surface. The relation between the curvi­
linear system (f, rj, Q and a cylindrical coordinate system {x, 
r, B) is shown in Fig. 1. The system ^, 77, î  is rotating around 
the X-axis with the constant angular velocity f2. Using such a 
coordinate system the three-dimensional unsteady boundary-
layer equations can be written as: 
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Fig. 1 Nonortliogonal curvilinear coordinate system on the body surface 
with angular velocity Q 
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/jî 2 sin a 

d{hz sin apu) d(hi sin apv) 

af dr] 

Ky. 
hihz sin^ a dr) 

(1 + cos a) -— - 2 cos a —^ a^ 
9? 

^ 1 3 — 
1 

/ii/jj sin^ a 

dhx cos a a/j2 

^ af 

d{hxh2 sin «pw) 

5C 
0 (1) 

^-momentum: 

du pu du pv du du „ , 

dt hi d^ hi Or] di, 

(2) 

a^ dr] a^ 

77-momentum: 
au /5M ai) pv dv dv 

.. 2 . r. dp ^^ dp a / , , ai) 
di dr) a^ ac 

(3) 

/i^l. 
1 

Ki. 

K2 

hi sin^ a 

cos a 

/j2 sin^ a 

Kn 

KT. 
dh dh. 

(1 + cos a ) ^=r — 2 cos a —^ 
d£. dr] 

K23 = —Ku cos a 

K24 = —Ki4 cos a 

K25 = — 1̂5 cos a 

1 dn 
^ 0 2 — Cl • Cr — 

/!, a^ 

^ - _ 1 S'-i 
'los — G2 • C/- — •; ;rr 

rt2 a?; 

Nomenclature 

hi, hi = metric coefficients 
H = total enthalpy 

i,j, k = index of the grid point system 
k = thermal conductivity 
n = iteration level, time step, index 

of time 
p = static pressure 

Pr = Prandtl number {Cpplk) 
T = temperature 
t = time 

u, V, w = velocity components 
a = angle between the lines on the 

body surface 

8* = displacement thick­
ness 

An, A^, A77, A^ = grid spacing in time, 
£,, Tj, and C, coordi­
nates 

Ax, Ay, Az = grid spacing in x, y, 
z coordinates 

e = convergence criteria 
0 = momentum thick­

ness 
p = dynamic viscosity 

of fluid 
V = kinematics viscosity 
^ = entropy production 

p = density 
r = shear stress 
a; = relaxation factor, safety factor 
$7 = angular velocity 

Subscript 

fc = at the blade surface 
c = cross-flow direction 
e = outer edge of the boundary layer 

i,j, k = denoting coordinate direction 
s — outer streamline direction 
t = turbulent 
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The boundary conditions for the governing equations are given 
below. 

at the wall ^ = 0: the no-slip condition, M = D = w = 0 

either a specified temperature, T = T^ 

or heat-transfer condition, -— = a or H = Ht, 

at the edge of the boundary layer ^ -• <»: 

a specified free-stream conditions, 

u = Ue, V = Vg, T = Te or H = He 

More details of the transformation can be found in Yamazaki 
(1981) or Oshima (1994). In the above set ofequations, all 
scale factors are calculated at the body surface ^ = 0 (i.e., x^, 
Th, Oh). It should be noted that the distance r^ is a function of 
the surface coordinate ^, rl only while r is the perpendicular 
distance of a point from the axis of rotation. In the above equa­
tions /i, represents the turbulent eddy viscosity which in this 
method is evaluated by using the algebraic turbulence model 
of Baldwin-Lomax (1978). 

Numerical Method 
As boundary-layer flows contain severe velocity gradients in 

the direction normal to the wall and the boundary layer under­
goes considerable growth depending on the severity of the pres­
sure gradients, it is customary to use some form of similarity 
transformation (such as Lee-Levy) to stretch the coordinate 
normal to the surface in order to account for boundary-layer 
growth, see Vatsa (1985). Such transformations, although con­
venient to use, are of limited generality. So in the current 
method no similarity transformation was used. 

In order to resolve the severe velocity gradients near the 
walls, the mesh points need to be clustered in the wall region. 
For this purpose, a variable grid spacing is formed by using a 
geometric series such that the quotient of two consecutive terms 
is constant. Therefore, the distance to the kih grid line is given 
by 

Q = AC 
(/jy- 1) 

{RY- 1) 
(5) 

where A^, is the distance from the solid wall to the first grid 
line. 

If turbulent flow is computed, A^ 1 is chosen so that the first 
grid point is placed at approximately A f "̂  « 1.5 (defined as 
/lC,{pi,Tb)^^IP'b) in order to resolve the thin laminar sublayer. 
While A^ "̂  is constant for the whole calculation, the grid 
growth ratio {RY) is varied at different grid points in the flow 
direction since the boundary-layer edge is a function of the 
distance measured from the leading edge. Typically in laminar 
flow RY is set to 1.07 and then A^ * is varied. 

0.45 

0.35 -

Fig. 2 The value of F and G at y = 9.15 cm for the x-, y- and z-spacing 
on the results 

Since the mesh normal to the surface is nonuniformly spaced, 
an appropriate transformation has to be employed so that the 
boundary-layer equations are solved on a uniform computa­
tional domain. We can relate the non-uniformly grid system 
(£,, fj, C,) to the uniform grid system (^, 77, Q by setting 

C == ?(f) = ? 

V = Virf) = V 

C = C(?,5?,0 (6) 
Before we further discuss the discrete forms, one should bear 

in mind that only the derivatives in C, are added to the governing 
equations after the transformation has been applied. 

Discretization 
The momentum and energy equations are solved by using an 

explicit second-order accurate upwind difference operator for 
spatial derivatives parallel to the body surface (^-, ^-direc-
tions). For spatial derivatives normal to the solid surface (C,-
direction) an implicit second-order accurate central difference 
operator is used. The time derivative in the governing equations 
is approximated for an expansion level n + I with forward 
differencing. The resulting equations for quantities unknown at 
time n + 1 level are in a set of tridiagonal matrix system. For 
instance, the «"*' values across the boundary layer are obtained 
from ^-momentum. The tridiagonal matrix is given by Eq. (7) 

autl + bu"-'' + culXl = RHS (7) 

where 

a = 
pu k pv 

2AC 
- ^ C . 

2AC 
pw^f 

2AC 

i f 
2ACAC 

(/u^f + (AtCf)t-i) 
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1 Cr 

pu 1 pv 

' ^ T^'^C^^'"^^^'''^' 
1 

2 A ; A C 
(/"Cf + <MCf)*+i) 

RHS = p 
Af / j , 

(M + | M | ) 
VfM 

_ £_ (« - l"l) AjM 

( V - | i; |) 
A„M 

P. 

/J2 

(V+ IH) 
V„M 

(«e + l"J) 
Vf«e 

(«f - | M J ) 
AjMe + P£ (f. + ll^.l) 

v,«. 

(u. - k.l) 
A„Me + Kuipsl - pu^) 

+ KnipeUeVe " puv) + Ku(p,vl - pi)^) 

+ An2^(lpu ~ peUe) COS a 

+ {pv - p,v,]) + Ai2nV(p - p.) 

1 1 /dnnde, r.de.dr,'' 
An = 

sin a /ji/z2 sin a \ d^ drj d£, dfj 

1 ( 1 dvi, cos a drt 
A\2 — sin^ a \hi d(, h2 drj 

The operator notations used here are: 

VfM = — - ( 3 M - 4M,„I + Ui^2), 

Af« = - — ( - 3 M + 4M,+I - Mi+2) 
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V,« = — ( 3 « 4uj-

A,M = —— ( - 3 M + 4uj+i 
2AT] 

Uj+l) 

The subscripts by ^, 77, and ^ in the equations mean differenti­
ation with respect to (,, rj, and ^, respectively. The barred terms 
correspond to the nonuniformly spaced computational mesh. 

The r;-momentum and energy equations are discretized in a 
similar form. The discrete form of the continuity equation is 
centered at (/,;', A; -I- (1 /2), n -I- 1). The (, and r] derivatives are 
approximated with a backward difference second-order accurate 
formula, except at the lateral boundaries. For spatial derivatives 
normal to a solid surface (^-direction) an implicit central differ­
ence operator is used. 

,.,1+1 _ RHS 

Coeff 
(8) 

where 

MAX! £ for all j , k (10) 

where e is the convergence criterion (usually «i 1 X 10"''). 
We use M as a convergence criterion because it is a base 

parameter in the governing equations. If the convergence crite­
rion (10) is not satisfied, all the parameters are updated and 
the process repeats. 

+ (1 - W)MOI (11) 

For this calculation the relaxation factor (w) is ranging be­
tween 0.50 and 1.50 according to the convergence of the solu­
tion (i.e., over-relaxation when the convergence rate is fast and 
under-relation when the convergence is slow). 

Results 
To validate the method it is here applied to a number of test 

cases. The calculations were started from the leading edge to 
the trailing edge using only the free-stream values of all parame­
ters and the specified body geometry. 

2 AC 
Coeff = - ' • -"•- . ^ -n: pl+i 

2 AC 2At hA sin a \2 ^ '^ ' 14+1 

1 / I 
— i — {\ V,ih sin apu))"" + I ^<^"^^" + '^^ ^ {{pu\,, - puT-^ + . 
hih2 sin a \ 2 / rti 2 AQ hth2 sin a \2 

V,(/ii sin apv) \ 

1 / 1 „ , , . A"" ' 1 ((C^kl + W 1 ,/ V V.+ 1 
+ —:—: ( -r V,(/li sin apv) ) + 2-^-- ^^ -^ ({pv}k+t - pv)"*' h\h2 sin a \2 AC 

For spatial derivatives parallel to the body surface (^-, rj-
direction), a second-order accurate difference operator is used 
except at lateral boundaries where the derivative is approxi­
mated with a backward or a forward difference first order accu­
rate formula. 

Since our solutions are obtained from a tridiagonal matrix, 
we can analyze the stability concept of the equations with a 
tridiagonal constraint. To rnake a rough estimate of this, we 
might assume that At > AC (approximately true in our case) 
and {iit,z)k+\ ^ (MCf>t-i '=' (MC?)- Then the stability of the 
equation requires that 

"C? - J + wCf 
pAC 

< 2 (9) 

Computational Procedure 
The solution method is based on time-marching; however, 

the method is applied for steady flow. The time integration is 
in a form of a tridiagonal system of equations that are solved 
in an uncoupled manner. The momentum equations can be 
solved for w""̂ ' and u"*', the energy equation for H"^\ the 
equations of state for T"*', p""^' and the viscosity law for fi"*'. 
The next step is to solve the continuity equation for w"*\ 
Finally, p., is updated at time n 4- 1 by employing the Baldwin-
Lomax model. This sequence represents one cycle of an itera­
tion procedure. For steady flow solutions, the process is repeated 
until the difference between two successive values of M , u and 
w, for L,-ri plane, be less than a specified tolerance. A suitable 
convergent criterion can be defined in terms of u. The equation 
is given as 

Three-Dimensional Flow Over a Flat Plate With an 
Attached Cylinder. A study of three-dimensional boundary 
layers approaching a cylinder with its axis normal to a plate 
was discussed in detail by Fillo and Burbank (1972). A circular 
cylinder of radius " a " is mounted at distance Xo downstream 
from the leading edge of the plate. The calculation domain is 
limited only up to xia = 4.2 on the symmetry plane, and yla 
= 1.5 on the y-axis before separation occurred. 

This test case is used as a test for the accuracy and the 
suitability of the method. A 43 X 16 X 51 grid point of x, y 
and z-direction was used in the calculation. This set of grid 
point represents Ax = Ay = 0.61. The convergence criterion 
was taken as 1 X 10"'̂  and it was needed about 39 iterations 
to pass this criterion. The results are shown in Fig. 2. As can 
be seen from the comparisons, our calculated results are in good 
agreement with those computed by Fillo and Burbank (1972). 

Functions F and G are related to the wall shear stress as 
follows: 

T« = P 
du 

dv 

dz 

= pUg 

pVg 

2vx 

2vx J 

F\.. 

To investigate the mesh dependence of the method the solu­
tion was computed with different mesh sizes. The effect of Ax-
spacing on the calculated F|i.=o and G|j=o for a fixed Ay and 
Az-spacing is also shown in Fig. 2. For these set of calculations 
the Ax = 0.61 was doubled by using half the number of mesh 
points (case 2AA:) and double the number of mesh points (case 
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Fig. 5 Comparison of calculated and measured quantities for suction surface of NACA Blade, 50 percent 
span 

AxIT). The predicted results show only a very slight change 
between cases lAx, Ax, and Axil, thereby confirming the 
mesh independence of the solution. Similarly, the effect of Ay-
spacing and Az-spacing on the calculated F|z=o and G|j=o for 
a fixed Ax is shown in Fig. 2. Again the mesh spacing was 
changed by increasing or decreasing the number of mesh points. 
For example in the case of Az-spacing the set of grid points 
Az, 2Az and Az/2 was corresponding to 51, 26 and 71 points 
across the boundary layer, respectively. The average number of 
iterations was slightly changed for the same convergence crite­
rion in the case of a fixed Ax but the number of iterations was 
decreased when the number of mesh points in the A:-axis was 
increased {Ax decreased). Again, the results confirm mesh 
independence of the solution. 

Turbulent Flow on a Rotating Helical Blade. The second 
test case to be considered is the boundary-layer development 
in incompressible turbulent flow on a rotating helical blade, 

which was measured by Lakshminarayana et al. (1972). The 
hub radius of the blade is 9 in. and the tip radius is 18.30 in. 
The maximum angle Q measured from the leading edge is 300 
deg, with blade pitch of 10 in. The blade rotates with an angular 
velocity of 57 rad/s (450 rev/min) corresponding to a Reynolds 
number of 7 X 10' based on the tip radius and kinematic viscos­
ity of 160 X 10"^ ftVs. For this computation a 18 X 18 X 31 
mesh was used. The computation was started with a Blasius 
solution at the leading edge and transition from laminar to turbu­
lent flow was set to occur at 5 = 0.73, based on the experimental 
evidence. The predicted momentum thickness, 0.„ at various 
distances from the leading edge at r/r,ip = 0.55, 0.72, 0.82, and 
0.93 is presented in Fig. 3. The prediction is excellent away 
from the endwaUs (i.e., at r/r,ip = 0.72 and 0.82). Near the 
endwalls, however, the agreement is less close, although the 
general trend in momentum thickness growth agrees well with 
the measurements. The errors at the endwalls are due to the 
fact that the effect of annulus wall and hub are neglected in the 
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Fig. 6 Flow on NACA blade (suction surface) 
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a) pressure surface 

b) suction surface 

Fig. 7 Predicted velocity vectors (near tlie blade surface) on Eckardt's impeller 

boundary-layer analysis. The computing time required per grid 
point was 0.087 seconds on a VAX Workstation. The average 
number of iterations was 78 to pass the convergence criterion 
of 2.5 X 10-^ 

Axial Compressor Blade. The third data used for valida­
tion of the method is the very comprehensive set of experimental 
results for an incompressible axial compressor, which was mea­
sured in details by Olsson (1962). The experiments were con­
ducted in a stationary annular cascade. The measured free-
stream velocity on the blade was specified for the boundary-
layer calculation. The computational grid used for the calcula­
tion of the flow on the blade surfaces consisted of a 51 X 21 
X 31 mesh. To obtain the intermediate values of free-stream 
velocity from the measured data two-dimensional spline inter­
polation was used. 

To demonstrate the effect of rotation on boundary-layer devel­
opment in a similar manner to Karimpanah and Olsson (1992), 

the stator blades were used with the appropriate angular velocity 
which made the relative inlet flow angle to the rotor the same as 
the absolute inlet flow angle to the stator. This rotational speed 
was found to be 123 rad/s. The velocity profile predicted by the 
boundary layer code both on the stator and the rotor at 50 percent 
span on the suction surface are presented in Fig. 4 at different 
chordwise positions. The predicted streamwise velocity ulu,. for 
the stator correlates quite well with the experimental measure­
ments, while the correlation for the cross-flow velocities is not as 
good. One reason for this could be due to the experimental errors 
which are estimated to be of the order ±1.5 percent for the stream-
wise velocity and ±10 percent for the cross-flow velocity. The 
results also indicate clearly that the presence of rotation has little 
effect on the streamwise velocity but results in substantial change 
in the cross-flow velocity due to the spanwise pressure gradients 
setup by the Corriolis acceleration. 

Comparison between the corresponding predicted and mea­
sured integrated quantities such as displacement thickness and 
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Fig. 8 Contours of the predicted entropy generation on the suction 
surface 

momentum thickness are presented in Fig. 5. In case of the 
integrated quantities the measurement error for streamwise vari- 
ables such as 6~* and ®~* is ±4 percent, while the corresponding 
errors in the cross-flow variables is ± 10-15 percent. There is 
again good correlation between the prediction and measure- 
ments for streamwise and cross-flow quantities; The predictions 
show that as a result of rotational effects the cross-flow displace- 
ment thickness at the mid-span location has increased consider- 
ably. This could be due to the secondary flows set up by the 
spanwise pressure gradient moving the low momentum fuids 
toward the mid-span location. This can be clearly seen in Fig. 
6 which shows the predicted velocity vectors near the wall on 
the suction surface of the blade with and without rotation. The 
above computations were carried out using a VAX AXP com- 
puter. The convergence criterion used in the computation was 
1 × 10 -4. It took about 25 iterations except in the case of 
suction surface with zero angular velocity which took about 56 
iterations. This is because the flow is separated and the FLARE 
approximation is employed. 

C e n t r i f u g a l  C o m p r e s s o r  Impeller. The flow in centrifugal 
compressor impellers is dominated by endwall effects as a result 
of the strong interaction between the blade-blade and meridional 
secondary flows, see Zangeneh et al. (1997). As a result this 
type of flow is generally better predicted by Navier-Stokes 
solvers as opposed to boundary-layer methods. However, 
boundary-layer methods can be used as a computationally cheap 
means of obtaining information on the intensity of meridional 
secondary flows, which have an important effect on the flow 
field at the exit of the impeller, see Zangeneh et al. (1997). 

To demonstrate this, the final test case used is a subsonic 
compressor blade, which was the subject of LDV measurements 
in the flow channel and away from the wall by Eckardt (1976). 
In order to compute the boundary-layer development on the 
suction and pressure surface of this impeller, it is important to 
know the free-stream velocity. In this case, the free-stream ve- 
locity was obtained by using Denton's (1983) three-dimen- 
sional Euler solver. Using this free-stream velocity and a 51 × 
13 × 31 computational mesh the boundary layer on the suction 
and pressure surface was computed. The convergence criterion 
of the solution was 1 × 10 -4. The computing time required 
was 1 minute and 2 seconds for the pressure surface and was 
1 minute and 40 seconds (or about 58 iterations) for the suction 
surface. The resulting velocity vectors on the suction and pres- 
sure surface, presented in Fig. 7, show secondary flows both 
on the pressure and suction surfaces. Although as expected the 
secondary flows are more prominent on the suction surface. 

The main aim of a designer in the aerodynamic or hydrody- 
namic design of turbo/hydraulic machinery is to minimize loss. 
It is usually possible to use Navier-Stokes solvers to predict 
loss in different designs at different locations such as the trailing 
edge or the exit of the computational domain. However, it is 
more instructive to consider local entropy generation, which is 
the source of loss on the blades. Asvapoositkul (1995), has 
used the energy equation for a boundary layer to derive the 
following expression for the rate of entropy production per unit 
surface area (~') 

fl fo k OT ~ r-2" du + - -  dv + d T  (12) 
rot  + r r 

where 

rs is streamwise shear stress = # (Ou l O~)  
zc is crossflow shear stress = #(Ov/0~) 

From the above equations, we can expect that the entropy 
generation near the wall is higher than that near the boundary- 
layer edge because velocities change rapidly near the wall. In 
the case of adiabatic wall temperature the heat transfer at the 
wall is zero ( (OT/O~)];=o = 0). One interesting feature of 
Eq. (12) is that the total entropy production can be split into 
streamwise and crossflow components and so it enable one 
to quantify the contribution of each term on the total entropy 
production on the blade surfaces. An example of this is shown 
in Fig. 8, where the streamwise and cross-flow contributions to 
the entropy production on the suction surface are presented. 
The results confirm clearly that most of the entropy production 
is due to streamwise component particularly in the inducer re- 
gion. 

C o n c l u s i o n s  

A method was presented for the solution of time-dependent 
three-dimensional boundary-layer equations in a rotating system 
and by employing a simple algebraic turbulence model. The 
method was validated using both analytic and experimental data 
using a variety of blade configurations. The results show that: 

* The method can accurately predict the streamwise and 
cross-flow velocity profiles as well as skin friction and inte- 
grated quantities such as displacement and momentum thickness 
with a high degree of accuracy, both in laminar and turbulent 
flow. 

• The method can model for the effect of rotation on the 
boundary-layer development on the blades. 

• The boundary-layer method developed can be used as a 
rapid and accurate means of estimating the profile losses and 
state of boundary layers especially for axial compressor blades, 
axial pumps, marine propellers etc. It can also be used to obtain 
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some qualitative picture of  the intensity of  meridional  secondary  
flows on  blade surfaces o f  radial and mixed  flow impellers.  

Current ly  work  is unde rway  to develop the necessary  inter- 
face be tween  this three-dimensional  boundary  layer code and a 
3D inverse design me thod  developed by  the second author  for  
design o f  t u rbo /hydrau l i c  machinery ,  see Zangeneh  ( 1997 ) .  
Fur thermore ,  work  is in progress  to use h igher-order  turbulence 
models .  
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Sea Trials of the Ducted Tip 
Propeller 
Sea trials of a 45 ft seine boat, fitted first with a conventional tip, and subsequently 
with a ducted tip, 36 in. diameter propeller have been conducted. The trials consisted 
of careful propeller efficiency measurements at a number of advance ratios, and 
underwater video imaging of the different propellers under Bollard pull conditions. 
The trials have shown that flow-through ducts installed at the blade tips suppress the 
tip vortex roll-up, thus resulting in a substantial delay in the onset of tip vortex 
cavitation. The cavitation inception index for the ducted tip propeller is 50 percent 
lower than for the conventional propeller. This cavitation improvement comes without 
any efficiency penalty. In fact, the efficiency of the ducted tip propeller is up to 6 
percent higher (at high advance ratios) than the efficiency of the same propeller 
fitted with conventional tips. The ducted tip propeller was originally thought to be 
useful only for boats with heavily loaded propellers, such as tug boats and trawlers. 
The current research has shown that the ducted tips may have much broader applica­
tion. 

1 Introduction 
1.1 Marine Propeller Tip Vortices. All lifting surfaces 

(e.g., the wings of an airplane or the blades of a propeller) that 
terminate in a moving fluid create tip vortices. Tip vortices on 
marine propellers have two undesirable effects: they reduce 
the efficiency of the blade as a lifting surface by creating the 
equivalent of the downwash that affects aircraft wings (Fig. 
10), and they may cause tip vortex cavitation. This cavitation 
typically occurs well before blade and hub cavitation on the 
same propeller. Cavitation is in general undesirable because of 
its detrimental effects both on equipment and on the comfort 
of boat passengers (Weitendorf, 1993). Cavitation is a major 
source of corrosion on the propeller and on the hull (above and 
aft of the propeller), and vibration associated with the cavitation 
can damage the propeller itself, the rudder, the shaft, the bear­
ings and the engine (English et al., 1992). The cavitation noise 
may frighten fish away from fishing boats (Smith, 1996). 

1.2 Previous Efforts to Alleviate the Effects of Tip Vorti­
ces. The most commonly used means of reducing the effects 
of tip vortices is to install a Kort nozzle around the propeller. 
The nozzle has the form of a shaped duct that fits with a fairly 
small clearance around the propeller. Kort nozzles can improve 
the efficiency of highly loaded propellers (e.g., as would be the 
case for a tug boat pulling a large barge) by up to 10 percent. 
However, nozzles have some negative attributes: the added wet­
ted surface creates extra drag (which implies a reduction in 
efficiency when the propeller is less heavily loaded), and there 
are installation limitations related to the available space and the 
strength of the hull. 

Other devices have also been proposed to alleviate the effects 
of tip vortices. Platzer and Souders (1979) is a comprehensive 
survey of the literature prior to 1980. Among the most promis­
ing concepts discussed in that report was the installation of 
bulbous tips on propeller blades (Crump, 1948). More recently, 
the concept has been tested on a hydrofoil by Johnsson and 
Rutgersson (1991); their results were not as encouraging. 

There has been significant research since the Platzer and 
Souders report. Mani et al. (1988) have found that replacement 
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of a conventional propeller tip by a porous tip can substantially 
delay inception, particularly at low advance ratios, without af­
fecting the hydrodynamic performance of the propeller. Fruman 
and Aflalo (1989) were able to reduce the tip vortex cavitation 
inception index by 60 percent when a dilute polymer solution 
was ejected from an orifice at the tip of a hydrofoil. Simultane­
ous lift and drag measurements were carried out and showed that 
the hydrodynamic performance was unaffected by the polymer 
ejection. More recent experiments on a model propeller by 
Chahine et al. (1993) confirm the results of Fruman and Aflalo. 

Several other methods to inhibit tip vortex cavitation have 
been tried. Two papers, by Itoh et al. (1987) and Itoh (1987), 
indicate that a model propeller fitted with small bladelets, equiv­
alent to the Whitcomb winglets used on some aircraft, delayed 
the inception of tip cavitation, and increased the propeller effi­
ciency by 1 to 4 percent. These results contradicted the findings 
of Goodman and Breslin (1980), who focused solely on the 
effects on the efficiency when bladelets are attached to a con­
ventional outboard propeller. The differences between the find­
ings of the different researchers is thought to be due to differ­
ences in the bladelet geometries tested. 

1.3 The Ducted Tip Geometry. The propeller tip geome­
try that was investigated in this study—the ducted tip—was 
first proposed by Green et al. (1988). The ducted tip geometry 
is created by cutting off a small radial fraction of each propeller 
blade tip, and replacing it with a flow-through duct of diameter 
equal to the radius of the removed blade section. The axis of 
the duct is aligned with the local blade chord at the propeller 
tip. Green et al. found that installation of the ducted tip was 
very effective in reducing the hydrofoil tip vortex inception 
index. This improvement was attributed to the substantially 
larger tip vortex core generated by a ducted tip relative to a 
conventional tip. Green and Duan (1995) demonstrated an im­
proved Lift/Drag {LID) ratio, at high angles of attack, for an 
airfoil with the ducted tip. They also showed by means of flow 
visualization that there is a redistribution of the shed vorticity 
in the Trefftz plane when the ducted tips are installed. They 
ascribe the improvement of the LID ratio to this vorticity redis­
tribution. 

The action of a duct is significantly different from that of a 
tip bulb of the same diameter. The duct modifies substantially 
the distribution of shed vorticity in the Trefftz plane, whereas 
a properly tapered bulb (i.e., one without significant flow sepa­
ration) does not. The duct will also be likely to interrupt more 
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effectively the roll up process due to the flow through the duct, 
and therefore better reduce the strength of the tip vortex. 

1.4 Scope of Work. In this paper we describe sea trials 
of conventional and ducted tip propellers installed on a fishing 
boat. These trials were conducted in order to investigate the 
difference in propeller efficiency and tip vortex cavitation incep­
tion between a conventional propeller and a ducted tip propeller. 
We opted to perform sea trials, rather than the less difficult 
water tunnel testing, for several reasons. A propeller operating 
behind a boat of reasonable size operates at significantly higher 
Reynolds numbers than can be obtained in most propeller test 
facilities. There are known to be salient Reynolds number ef­
fects (both for cavitation inception testing and efficiency mea­
surement) that might bias the results of model testing. In addi­
tion, real propellers operate in the wake of a boat, not in the 
essentially open-water conditions of most propeller testing. Fi­
nally, we chose to do sea trials because we wanted to know 
how a propeller really behaves at sea, not how it responds in 
an idealized laboratory environment. 

Section 2 of this paper describes the preparations and the 
experimental equipment as well as the procedure employed dur­
ing the sea trials. Section 3 presents the results. Section 4 is an 
analysis and a discussion, while a summary of this research is 
outlined as a conclusion and a set of recommendations in Sec­
tion 5. 

2 Experimental Equipment and Tecliniques 

2.1 The Boat, the Propeller, and the Ducted Tips 

2.1.1 The Boat. A 45 ft wooden seine boat (Pearl Sea) 
has been used for the sea trials. This boat is typical of a substan­
tial number of seine boats that are operating in the coastal waters 
of British Columbia. At the time of the sea trials the stern roller, 
the net drum and the hydraulics associated with it were removed 
from the boat, making it substantially lighter than an operating 
seine boat. The width (beam) of the boat is 13 ft and it drafts 
6 ft. The geometry of the hull can be described as having a 
very deep forebody with steep angles from the skegg and out 
towards the sides, changing sternwards into an afterbody that 
is fairly shallow and flat. A keel extends all the way sternwards 
to the single screw propeller, and the rudder is an extension of 
the keel immediately aft of the propeller. 

Pearl Sea is powered by a General Motors V6-71 diesel en­
gine, rated to 200 hp at 2100 rpm at maximum engine output, 
and 180 hp at 1800 rpm at cruising speed. The propeller shaft 
has a diameter, D, = 2.0 in. It sits horizontally between the 
transmission and the stern bearing, and the axis of the propeller 
is therefore essentially aligned with the incoming flow. 

2.1.2 The Propeller and Ducted Tips. To propel Pearl Sea, 
a bronze-manganese, 4 bladed, right-hand screw propeller was 
chosen (Fig. 1), with diameter, D = 36 in., and pitch, P = 29 

Fig. 1 The ducted tip propeller 

Journal of Fluids Engineering 

in. The expanded area ratio, i.e., the total expanded area of the 
blades divided by the disk area, AEIAQ = 0.5. The area of the 
hub, which has a 5.5 in. diameter, is not regarded as a part of 
the expanded area. The propeller blades had a slight skewed-
back contour, which often is employed in order to reduce the 
impact from any leading edge cavitation (Bj0rheden, 1981). 
The profiles of the blade sections were shaped according to 
equations and tables given for the Wageningen B-Screw Series 
(Manen and Oossanen, 1988), to have an airfoil shape from 
the hub to r = 0.8/?, and an ogival shape from r = 0.8/? to the 
tip of the blades. The propeller chord distribution is parabolic 
near the tip (i.e., the tip chord length is zero). 

After testing of this original propeller, the propeller diameter 
was reduced by 3 in. by removing a 1.5 in. (3.8 cm) radial 
section of each blade tip. Flow-through ducts of 1.5 in. diameter 
were silver soldered to the blades and ahgned with the blade 
chords. The solder seams were covered with body filler and 
faired into a smooth transition between the ducts and the blades. 
The duct shape is geometrically similar to that used in the airfoil 
tests by Green and Duan (1995): duct-diameter/span, dih = 
0.05, and duct-length/chord, lie = 0.65. The final dimensions 
are: d= 1.5 in. and / = 5.5 in. Each duct is built from a copper 
tube with wall thickness t = 0.06 in. that was bent into an arc 
with outer radius equal to the tip radius of the original propeller. 
The ducts have a completely circular cross section. The leading 
edge of the ducts have been formed into a spiral, or a lip, with 
the suction side of the duct extending farthest towards the blade 
leading edge. The thickness of the duct leading edge was in­
creased with epoxy body filler and rounded to delay leading 
edge cavitation, while the thickness of the duct trailing edge 
was reduced by filing to minimize its wake (Fig. 1). 

2.2 Instrumentation 

2.2.1 The Torque and Thrust Transducer. In order to de­
termine the efficiency of the propeller it is necessary to measure 
the torque and the thrust generated by the propeller, for example 
by measuring the stresses in the propeller shaft. Owing to the 
difficulty of such measurements at sea, surprisingly few sea 
trials of propeller efficiency have been done (Manen and Oossa­
nen, 1988). The conventional method of measuring torque and 
thrust on any kind of a shaft is to cement strain gauges directly 
onto the shaft. However, on a propeller shaft there will always 
be a combination of axial and torsional forces, which compli­
cates the measurements; the torque required to turn the propeller 
produces stresses that are an order of magnitude larger than 
the stresses produced by the thrust from the propeller. Many 
problems arise due to this large difference in strains. 

A better technique of stress measurements involves mechani­
cal decoupling and amplification of the strains. For the sea trials 
described in this paper, a torque and thrust transducer (Hordnes 
et al., 1995), hereafter referred to as the TTT, was built that 
consists of a set of links that decouple torque and thrust. The 
transducer (Fig. 2) fits into the shaft line between the flanges 
of a previously existing coupling that connects the propeller 
shaft with the drive shaft, and hence slightly extends the shaft 
line. The axial length of the transducer had to be less than the 
maximum distance the coupling could be split apart, which was 
in turn limited by the distance between the propeller and the 
rudder. 

The transducer consists of two flanges, the same size as the 
coupling flanges, connected by means of three flat bars located 
circumferentially, at a radius of 5 cm (2 in.), around the center-
line of the shaft axis. Each bar has one end connected to a 
support on the engine-side flange, while the other end is con­
nected to a support on the propeller-side flange. Because both 
ends of each bar are free to rotate around an axis parallel with 
the shaft, through the support, all of the bars will experience 
only pure tension when the propeller imposes a torque on the 
shaft during forward motion of the boat. During backwards 
motion the force will be purely compressive. One of the bars 
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7.0 inches-

Fig. 2 The Torque and Thrust Transducer (TTT) 

is equipped with strain gauges to form a load cell that measures 
the torque in terms of pure tensile or compressive strain. 

The thrust is carried by a column located at the centerline 
between the two flanges. The diameter of the column has been 
reduced from a shaft size D^ = 2 in. (5 cm) to ds = 0.5 in. 
(1.25 cm), thus increasing the strain by a factor of 16. The 
central column is equipped with strain gauges connected in a 
Wheatstone bridge to form a thrust load cell. The column is 
free to rotate around its own axis. In this way it experiences no 
torque, and as a load cell it will measure pure compressive or 
tensile strain. Because the compression of the column is small, 
the thrust imposes almost no bending on the flat bars, and 
conversely, the flat bars carry no thrust. 

Laboratory testing of the TTT has confirmed that the trans­
ducer responds linearly to both torque and thrust, with no dis­
cernible cross-talk; the torque cell responds linearly when a 
pure torsional force is applied, while the thrust remains constant 
at a preset magnitude. Following the same trend, when a pure 
axial force is applied, the thrust varies linearly while the torque 
remains constant at a preset magnitude. 

The signals produced by the torque and thrust load cells are 
conditioned separately by two printed circuit boards that each 
have an amplifier, an analog-to-digital (A/D) converter and a 
radio transmitter. Both boards are installed and sealed together 
with two 9V batteries for power supply, in a plastic box that is 
mounted on, and turns with, the shaft. After being conditioned, 
the signals from the torque and thrust load cell are transmitted 
simultaneously, at a rate of one signal a second, on two separate 
channels to a stationary receiver. The receiver is connected 
directly to a computer, which can log the data for any length 
of the sampling period. 

2.2.2 Other Instrumentation. Drogues of varying drag 
were constructed of bundled car tires. These drogues were 
towed several boat lengths behind the boat, and were presumed 
not to interact hydrodynamically with the propeller. The drogue 
drag was monitored by a 5000 lb ring load cell. In this way 
any variation in the thrust from the propeller could be correlated 
to variations of the drag force on the drogue. 

An industrial turbine flow meter for recording mass flow in 
pipes was adapted to measure the velocity of the boat. Com­
pared to a standard velocity meter of the paddle wheel type, 
the turbine flow meter can measure lower velocities, although 
at low velocities it is non-linear due to bearing friction in the 
turbine. The lowest velocity it is capable of measuring is ap­
proximately V = 0.5 m/s. In order to measure the true velocity 
of the boat relative to the water, the flow meter had to be located 
away from the flow field induced around the hull. This was 
done by attaching the flow meter to one of the stabilizer poles, 
extending 17 ft. out to the side of the boat. 

The propeller shaft rotation rate was measured by a MAXI-
MAG magnetic sensor. The sensor counts the passage frequency 

of gear teeth on a gear (4 in, in diameter, with 60 teeth) con­
nected to the propeller shaft. 

Visual recordings of the tip cavitation were obtained with a 
Sony His CCD-V99 video camera with a maximum shutter 
speed of 1/10000 s. The video camera is mounted in a water 
tight, cast aluminum housing, and powered by either a 9 volt 
battery or 110 volts from the surface. Light was supplied by 
two 650 watt underwater lights. 

2.3 Procedure for Sea Trials. The sea trials consisted of 
two sets of experiments; the first for the conventional propeller, 
and the second for the ducted tip propeller. Each set was divided 
into sub-experiments: first efficiency measurements at five dif­
ferent advance ratios, followed by cavitation observations at 
zero velocity. 

The efficiency measurements involved sampling of torque, 
thrust, velocity, shaft rotation, and tow load data for five differ­
ent drogue sizes: 

1. Free running—no tow load 
2. Light drogue—14 tires in one bundle 
3. Medium drogue—30 tires in two bundles (14 -I- 16) 
4. Heavy drogue—48 tires in two bundles (37 + 11) 
5. Bollard puU^—pulling against dock, zero velocity 

For each drogue size data were collected from approximately 
180 rpm up to the maximum shaft rotation rate, in small incre­
ments of rpm. For each increment, conditions were stabilized 
before data were acquired over a period of 30 seconds. Every 
data point presented in this report is an average of the data 
sampled over 30 seconds, unless otherwise stated. At maximum 
shaft rotation the boat was turned 180 deg and the measurements 
were retaken. In this way the effect of the tide, wind, and waves 
could be determined. 

Cavitation observations were carried out by a diver taking 
video recordings of the turning propeller while the boat was 
tied to the dock. The diver was harnessed to the dock, filming 
from a 30-60 deg angle, approximately 10 feet aft of the propel­
ler. Before the filming was started, the shaft rotation rate at 
cavitation inception was determined by increasing the shaft rota­
tion in small increments until the diver could see the first white 
bubble of the tip vortex cavitation on the tips of the propeller. 
The shaft rotation was then reduced and video recordings were 
carried out for small increments of rpm from below the tip 
vortex inception shaft rpm to the maximum shaft rpm (the 
propeller shaft rpm is denoted by N). Diver determinations of 
(Ti were in excellent agreement with observations from the video 
recordings. 

3 Results 

3.1 General Observations About the Sea Trials. The 
sea trials went surprisingly well; we were able to complete all 
the trials with a particular propeller geometry in three days at 
sea. We attribute our success to careful "shakedowns" of the 
equipment prior to actual experimentation, and the very able 
guidance of our research engineer. 

Upon installation of the ducted tips, the maximum propeller 
rotation rate, N, was reduced by less than 2 percent at free 
running speeds, which is very encouraging. Installation of the 
ducted tips does not reduce the shaft rotation rate and therefore 
does not cause the engine to run at off-peak efficiency, i.e., a 
boat retrofitted with a ducted tip propeller would not require 
installation of a new transmission. 

During the sea trials a number of other factors caught our 
attention with respect to the performance of the ducted tip pro­
peller: there were no noticeable changes to the maneuverability 
of the boat, a factor that was put to the test every time the boat 
was maneuvered in and out from the dock. According to the 
skipper the propeller still had good bite, i.e., high acceleration 
in either direction, when needed. The owner also commented 
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Fig. 4 Thrust coefficients of the conventional and ducted tip propellers. 
The uncertainty in KT is ±3 percent and the uncertainty in J is as for 
Fig. 3. 

on how the wake was different at low and moderate velocities. 
With the ducted tip propeller, the tip vortices were visible in 
the surface wake substantially further behind the transom than 
is the case with the conventional propeller. Although this does 
not prove that the propeller performance is improved, it should 
be regarded as an indication that the tip vortices have been 
suppressed. 

Finally, the addition of the ducts did not seem to intensify 
the vibration onboard the boat. This implies that the ducted tips 
were installed with more or less identical orientation, resulting 
in an even loading on the four propeller blades. In addition, 
any weakening of the tip vortices as a result of installing the 
ducted tips will also contribute to reduce the vibration. 

Variation of the data introduced by the external conditions 
(such as the aerodynamic drag) seemed to have had no effect 
on the efficiency measurements, other than resulting in a wider 
spread of the points, particularly the points recorded at low 
velocities at free running speeds. Thus, the test conditions can 
be assumed not to have affected the outcome of the sea trials.^ 

Prior to installing the propeller on the boat, the blade surfaces 
were sanded to a finish equivalent to that delivered by propeller 
manufacturers. Because of delays between installation and the 
first test runs of the conventional propeller, a certain degradation 
of the surface due to growth of marine micro organisms might 
have influenced the efficiency measurements, although frequent 
use and visual inspections suggest otherwise. At the time of 
installation of the conventionail propeller, the hull of Pearl Sea 
was sanded down and given a new coat of bottom paint. During 
the nine months it took to complete the test program, the hull 
stayed essentially free of barnacles and other marine growth. 
We have therefore assumed that the marine environment had 
only a negligible effect on the measurements. 

3.2 Efficiency Measurements. The torque and thrust 
measurements are compiled into KQ and Kr curves, plotted as 
functions of the measured advance ratio, J (Figs. 3 and 4) . In 
the normal fashion, KQ, KJ, and J are defined as: 

KQ = Q/pn^D' 

Kr = T/pn^D* 

J = V/nD 

where Q is the torque, T is the thrust, V is the boat velocity 
through the water, p is the water density, D is the propeller 
diameter, and n is the propeller rotation rate in revolutions per 
second (n = N/60). 

Figure 3 shows that installation of the ducted tips causes a 
slight reduction in the torque coefficient at low advance ratios, 
and a very slight KQ increase at high advance ratios. The thrust 
coefficient shows similar trends with the addition of the ducted 
tips, although the percentage increase in KT is greater at high 
advance ratios than is that of KQ . 

The torque and thrust measurements may be combined in the 
form of a propulsive efficiency, rj = VTIlirnQ. The propulsive 
efficiency of both propellers is plotted against the advance ratio 
in Fig. 5. Several features of this graph warrant mention. There 
is increased scatter of the efficiency data at high advance ratios 
for both propellers owing to the increasing effect of hull waves 
at high J. At low advance ratios the decreased torque coefficient 
of the ducted tip propeller almost precisely offsets its decreased 
thrust coefficient, causing the propulsive efficiency measured 
before and after addition of the ducted tips to be the same to 
within experimental error. In contrast, at high advance ratio the 
higher thrust coefficient of the ducted tip geometry more than 
offsets its higher torque coefficient, thus producing a higher 
efficiency than the conventional propeller geometry. 

Due to the significant experimental error combined with a 
large spread of the data that results from other sources (aerody­
namic drag, wave loads, etc.), the exact trend of the efficiency 
is not readily observed. In order to better visualize this trend, 
the efficiency has been plotted as a function of the advance 
ratio, where, instead of using the measured values for Q, T, 
and V, the regression lines Q = f(n), T = f(n) and V =f{n) 
have been used as input in the efficiency and advance ratio 
definitions, giving J = f(n) and rj = f{n). 
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Fig. 5 All efficiency versus advance ratio measurements for both pro­
pellers. Owing to the varying 1/ and n at which each of the measurements 
was taken, each measurement has different error bounds. A typical error 
bar is shown in the figure. 
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The efficiency based on the regression lines for both propeller 
tip geometries is shown in Fig. 6.' At low and moderate advance 
ratios there is little or no change in the propeller efficiency. At 
high advance ratios, near the propeller maximum efficiency 
point, there is as much as a 6 percent improvement in the 
propeller efficiency with the addition of the ducted tip. 

As one reviewer observed, it is possible that the ducted tip 
propeller might actually be less fuel efficient than the conven­
tional propeller (based solely on Fig. 6), if at the same value 
of J the boat operated at a different speeds (i.e., one could 
effectively move off the design point, into a less efficient re­
gime). 

The ducted tip propeller was most efficient for J »* 0.65, 
which occurs when the propeller spins fairly slowly (A'̂  »i 300 
rpm) under free running conditions. Figure 7 shows the torque 
required to drive the two propeller geometries as a function of 
N. For A'' near the optimum efficiency point (250 < N < 350), 
the torque required to drive each propeller is the same to within 
experimental error, and thus for these values of Â  the power 
consumed by the two propellers was the same. Figure 8 shows, 
for example, that for Â  = 320 rpm the boat speed was 3.4 
m/s when fitted with the ducted propeller and 3.3 m/s when 
fitted with a conventional propeller, or roughly 3 percent higher 
with the ducted tip propeller. This is consistent with the claim 
that under these conditions the ducted propeller is approxi­
mately 9 percent more fuel efficient (77 = 0.72 versus 77 = 0.66) 
than the conventional propeller. 

At full throttle, under free running conditions, the advance 
ratio of the propeller is only 0.49. For this value of J the 
ducted tip propeller is only 2 percent more efficient than the 
conventional propeller, and hence the peak boat velocity should 
have been less than 1 percent greater (i.e., within experimental 
error) when it was driven by the ducted tip propeller. Our 
measurements of boat top speed confirmed this. 

3.3 Cavitation Observations. Observing cavitation with 
a steady illumination source, as we have, is more difficult than 
with stroboscopic illumination. Nonetheless, the excellent 
agreement between the observations of the diver and the video 
recordings of the cavitation lends substantial credence to the 
results reported in Table 3.1. The video recordings made at 
Bollard pull conditions showed irrefutable indications of tip 
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Fig. 7 The propeller shaft torque versus rotation rate for the conven­
tional and ducted tip propellers at free running conditions. For shaft 
rotation rates of between 200 and 400 rpm, the torque required to drive 
the conventional and ducted propellers is identical to within experimental 
error. (The error In N Is less than 1 percent and the torque error Is about 
5 percent at the 95 percent confidence level.) 

vortex cavitation from the conventional propeller at a propeller 
shaft rotation rate oi N = 285 rpm, whereas there is no sign of 
any cavitation from the ducted tip propeller until 405 rpm < A' 
< 457 rpm. The large spread in the range of N at which tip 
vortex cavitation inception occurs from the ducted tip geometry 
is a result of the comparatively diffuse appearance of this cavita­
tion. This diffuseness of the cavitation makes the accurate deter­
mination of Â  even more difficult for the ducted tip propeller 
than for the conventional propeller. 

3.4 Instrumentation Error. The torque and thrust trans­
ducer measurements have errors due to shaft misalignment and 
instrument drift. The sum of these errors varies between 11 
percent at Â  = 180 rpm, and less than 2 percent for A' > 500 
rpm. The turbine flowmeter has an error of 5 percent when the 
boat headway is small (<2 m/s), but is significantly more 
accurate at higher boat velocities through the water. The shaft 
rpm transducer has an error of less than 1 percent for all N. 

The efficiency is a product of four parameters (velocity, shaft 
rotation, torque and thrust) that all have their individual errors. 
A method described by Bevington (1969) has been used to 
determine the square of the deviation for every efficiency point. 

,̂ 

?2 

+ -^ + —̂  + 
SI /.OytJ-p JiOyOfij 

VJ Tj Nj Qj VjTj VM 
ZUYISQ ZofU^ ZJXOQ ZU/^/UQ 

from which the standard deviation can be determined. 

' Virtually identical curves result from drawing regression lines directly through 
the T] vs. J data. 

0 100 200 300 400 500 600 

Shaft rotation rate - N [rpm] 

Fig. 8 Boat velocity as a function of shaft rotation rate, under free run­
ning conditions. The error In N is less than 1 percent and the error in 
boat velocity Is under 2 percent, at the 95 percent confidence level. 
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Table 3.1 Summary of video recordings of cavitation 

N (rpm) 

252 

266 

274 

285 

301 

329 

354 

377 

405 

452 

491 

Conventional Propeller 

No cavitation, 

A few infrequent bubbles. 

Intermittent cavitation (two blades only) 

Continuous cavitation from two blades, 

intermittent cavitation from two. 

Continuous cavitation from all blades. 

Propeller wake visible. Strong 

sternwards race aft of the propeller. 

Well-defined tip cavitation helices. 

Extension of the helices. 

Extension of the helices. 

Extension of the helices. 

Maximum N. Strongly cavitating 

helices trailing behind the blade tips. 

N (rpm) 

252 

259 

274 

283 

305 

314, 335 

355 

365 

404 

457 

463 

Ducted Tip Propeller 

No cavitation. 

No cavitation. 

No cavitation. 

No cavitation. 

No cavitation. 

No cavitation. 

No cavitation. 

No cavitation. 

Leading edge cavitation 

emerging from the duct 

entrances. 

Vapor cloud trails from the 

duct exits, forming very 

diffuse cavitation helices. 

Maximum N. As for N = 

457. 

Jrj — 
1 

2^ '̂ 'ii;' 
4 Discussion 

/M - 1 ~ 
' ^ ' 4.1 Comparison to the Open-Water Efficiency. Figure 

and, as for the individual instruments, the error is set to 25,, in 9 shows the efficiency, torque and thrust coefficients for the 
order to stay within a 95 percent confidence interval. There is of conventional propeller plotted together with the corresponding 
course an additional error caused by the varying sea conditions open-water curves of the Wageningen B4-50 propeller, with PI 
encountered in these trials. No attempt has been made to esti- D = 0.8. The digits in the B-series designation represent the 
mate this error. number of blades and the expanded area ratio, respectively. 
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0.8 = Measured efficiency 
+ Torque coefficient x 10 a 

0,7 x Thrust coefficient 
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Fig. 9 Comparison of the measured propeller performance of the con- 
ventional propeller and the open-water curves of the B4-50 propeller. 
The error in the measurements is documented in the captions to Figs. 
3, 4, and 5. 

The open-water curves are based on the experiments of Troost 
(1937) on the 4-bladed B-screw propeller series, to which a 
polynomial, which is a function of AE/Ao, P/D and J, was 
fitted by Lamrneren et al. (1969). 

Figure 9 shows that the conventional propeller has high effi- 
ciency, although the measured and open-water performance can 
not be compared directly. The measured efficiency is based on 
the boat velocity, V, while the open-water efficiency is based 
on the speed of advance, VA. Because a propeller operating in 
the wake of a boat sees a different water approach velocity than 
an open water propeller, it can operate at the same shaft rotation 
rate and yet measure a different ~7 and J. If the Taylor wake 
fraction, w = 1 - VA/V, and hull efficiency of Pearl Sea were 
known, 77 and J could be adjusted to obtain a true comparison. 
By assuming T/To = Qo/Q = 1, ~7 could be adjusted down by 
77w and in by Jw to give 770 and JA for the conventional propeller. 
Such an analysis of the data of Fig. 9 indicates that all the 
measured efficiency points will remain on top of, or close to, 
the B4-50 curve even after such an adjustment. Transforming 
the torque and thrust coefficient measurements to "open water" 
conditions yields fairly good agreement with the B4-50 curves, 
but not as good as for the efficiency measurements. 

In summary, the propeller studied here was well represented 
by the B4-50, with its similar geometry, diameter, pitch and 
area ratio. The excellent agreement between our measured effi- 
ciencies and those of the similar B4-50 also confirmed that our 
measurements were reliable. Any small difference~ in geometry 
between our propeller and the Wageningen series should be 
of no significance in the comparison between the ducted and 
conventional tip geometries. 

4.2 Hydrodynamic Performance of the Ducted Tip Pro- 
peller. Green and Duan (1995) showed that the L/D ratio of 
a ducted tip airfoil is superior to that of a conventional airfoil 
for angles of attack larger than 8 deg. Consequently, it was 
expected that any efficiency improvement of a ducted tip propel- 
ler would occur when the blades operate at high angles of attack, 
i.e., at low advance ratios. At higher advance ratios, toward 
maximum efficiency, a loss of efficiency was expected, or at 
best no change at all. The results from the sea trials of the 
ducted tip propeller are therefore somewhat surprising; there is 
only a marginal efficiency improvement at low and moderate 
advance ratios, with increasing improvement towards higher 
advance ratios. 

In order to understand these surprising results, we need to 
consider the forces acting on the propeller. According to blade 
element theory, the torque and thrust experienced by a radial 
section of a propeller blade located at radius r and dr wide (Fig. 
10) can be expressed as: 

dL dT . - "  " [ 
Pn 

r 
Fig. 10 Force and velocity diagram for a blade element, u is the induced 
velocity, P is the blade pitch. All other symbols are self-evident or are 
defined in this section. 

dT = dL cos/~1 - dD sin/~l 

dQ = (dL sin/~1 + dD cos/~l)r 

Furthermore, the blade element efficiency can be written (analo- 
gously to the overall propulsive efficiency) as: 

dTVA 
7 7 - ~ - -  

27rndQ 

By substituting for dT and dQ, it can be shown (Manen and 
Oossanen, 1988) that the element efficiency becomes a function 
of the Lift/Drag ratio: 

tan ,6 D 
77 = and t a n y  = -  

tan (•x + 7) L 

Hence, an increase in the L/D ratio of the blades of a propeller 
should result in an improved propeller efficiency. In addition, 
and more significantly, any reduction of the induced velocity, 
u, will reduce fl~ and therefore improve the efficiency. 

In view of this analysis, the efficiency will be related to the 
radial variation of the lift and drag coefficients (i.e., the angle 
of attack, c~) as a function of the propeller radius and the ad- 
vance ratio. Blade element theory tells us that the appropriate 
expression for ~ is: 

(P/D) J(1 - w) 
a = arctan - -  arctan - -  (4.1) 

7r( r/R ) 7r( r/R ) 

The wake fraction, w, could not be determined for Pearl Sea. 
Single screw ships with moderate blockage coefficients have 
Taylor wake fractions between 0.2 and 0.3 (Manen and Oossa- 
nen, 1988); w = 0.2 was chosen to plot Eq. (4.1) as Fig. 11. 

Two extra lines have been plotted in the figure to indicate 
the upper and lower boundary of the region of possible improve- 
ment of the L/D ratio, hereafter referred to as the improvement 

35 

30 - " 

5 I L°~ 

0.2 

+ Heavy drogue 
i "~-~_ -o... Medium drogue 
~ . ~  ~ ~ Ught drogue 
i "~"s.... ~ ~ Free running (N=600) 
~"a ' - . . .G. .~" '~"~. .~, .~ -+- Free running (N=200) 

0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 

f i r  

Fig. 11 The angle of attack, a, as a function of the propeller radius for 
different J, ranging from J = 0.20 (heavy drogue) to J = 0.55 (free run- 
ning, N = 200), for a Taylor wake fraction w = 0.20. The induced velocity 
has been neglected. 
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envelope. The upper and lower boundaries for the improvement 
envelope were chosen to coincide with the lowest and highest 
angles of attack at which an improvement of the L/D ratio for 
the NACA 66-209 airfoil was measured by Green and Duan 
(1995). The airfoil they tested had a rectangular, untwisted, 
constant NACA 66-209 profile. The flow across a propeller 
blade is considerably more complex than the flow around such 
an airfoil. Nonetheless, the improvement boundaries from the 
work of Green and Duan are a starting point for our explanation 
of the propeller behaviour. Figure 11 indicates that the propeller 
should experience an increased L/D ratio over a large radial 
fraction of the blades when pulling the light drogue and at free 
running speed, N = 600 rpm. The figure also indicates that an 
improvement would not necessarily occur at high advance ra­
tios, as a large radial section of the blades would be operating 
at conditions beyond stall. We emphasize that the improvement 
envelope shown in Fig. 11 is not truly representative of what 
one would expect for the propeller blades, owing to the higher 
tip loading of propeller blades relative to airfoils, and the radial 
variation of both the induced velocity and the blade profile. The 
effects of the last two factors are examined below. 

In plotting Fig. 11, the velocity induced by the propeller 
rotation was neglected. We may estimate this induced velocity 
by a non-linear actuator disk calculation (Breslin and Andersen, 
1994). For free running conditions at Af = 200 rpm, the induced 
flow angle varies form about 2 deg for r/R = 0.7 to 5 deg for 
r/R = 0.3. While pulling the light drogue, the induced flow 
angle is about 10 deg at r/R = 0.7 and almost 18 deg at r/R 
= 0.3. For the medium and heavy drogues the induced flow 
angles are even larger. 

The "upper improvement boundary" is determined by stall 
of the blade. Allowing for the induced velocity calculated 
above, and for the different stall angles of the propeller blade 
sections compared to the airfoil section, causes all angle of 
attack curves in Fig. 11 to be brought below the ' 'upper im­
provement boundary." 

The lower improvement boundary is determined by the lift 
coefficient at which the ducted tip reduces the induced drag to 
the extent that it compensates for both the extra parasite drag 
(associated with the large wetted area of the duct) and any loss 
of lift. This lift coefficient is a function of the absolute angle 
of attack, a - ag. Because the propeller blade sections are 
substantially more cambered than was the airfoil tested by 
Green and Duan, those sections have larger values of ao and 
therefore should see performance improvements at smaller geo­
metric angles of attack of the blade sections. Based on the 
known camber distribution of the propeller, we estimate that 
the lower improvement boundary will be modified from a = 8 
to a = 5.5 deg at the hub and a = 7.5 deg near the blade tip. 

Typical values of Reo.7 during the efficiency measurements 
are 1.0 X 10^ to 3.5 X 10*̂ , respectively at minimum shaft 
rotation with the heavy drogue and maximum shaft rotation at 
free running speeds. The airfoil tests (Green and Duan, 1995) 
were conducted at Re = 0.6 X 10**. All other things being 
equal, higher Re is associated with less parasite drag. At high 
Re the reduction of induced drag, produced by additioii of the 
ducted tips, will have a greater impact on the total drag of the 
blades than at low Re. Consequently, the ducted tips will start 
to be effective at smaller lift coefficients (smaller a) on the 
propeller geometry than on the airfoil, lowering further the 
"lower improvement boundary." 

As a result of the blade camber and Rco? effects, the lower 
improvement boundary is believed to shift below virtually all 
of the curves in Fig. 11. Consequently, for all testing conditions, 
the ducted tip geometry should have improved the propeller 
performance. We do not understand why ttie ducted tip did not 
measurably improve the propeller efficiency at low values of 
J. Planned future water tunnel tests may provide additional 
insight. 

4.3 Cavitation Characteristics of tlie Propellers. For 
the discussion that follows, we use two different definitions of 
the cavitation inception index; one, for comparison with other 
propellers, is based on the boat velocity, V, and a second, for 
comparison with hydrofoils in a uniform flow, is based on the 
relative blade velocity, U = (Vl -t- t /^)° ' : 

1. Propeller cavitation inception index, 

CTi 
P« ~ Pv 

2. Blade cavitation inception index, 

In the expression for C, T/, is the speed of advance of the boat 
(V^ = V[l - w]), and f/e is the tangential velocity of the blade 
at a radius r of 70 percent of the blade radius (Vo = 27rn r) . p„ 
is the vapour pressure of the water, and p^ is the freestream 
pressure at the 5 ft depth of submergence of the propeller hub. 

43.1 Conventional Propeller. When moored to the dock, 
the inception of tip vortex cavitation on the conventional propel­
ler was determined to occur at shaft rotation rates between 266 
and 274 rpm. Nj = 274 rpm will be referred to as the inception 
rotation rate in the subsequent discussion. It is also worth noting 
that the video recordings reveal that cavitation did not occur 
simultaneously on the four propeller blades. At N = 274 rpm 
cavitation occurs on only two of the four blades. This variation 
was caused by slightly different geometric characteristics of the 
blades, i.e., either slight blade-to-blade variations in pitch or tip 
roughness. Continuous cavities could, for the first time, clearly 
be seen emerging from all four tips at 301 rpm (Table 3.1). 

In order to determine the propeller cavitation inception index, 
CT,, it is necessary to define a boat velocity V > 0. It is reasonable 
to assume such a V exists during Bollard pulls; the thrust mea­
sured on the shaft is larger than the load on the tow Une, indicat­
ing that the propeller induces a flow that creates an extra drag 
on the boat. By plotting V at N = 274 as a function of T for 
the different drogue sizes, a linear relationship between V and 
T was obtained. This line can be extrapolated to give V = 0.55 
m/s at Bollard pull conditions. For the purpose of determining 
the blade cavitation inception index, 0- .̂ it can be assumed that 
VA = V. The cavitation inception index CT, and o-„ as well as 
the associated Reo.7, J and a are listed in Table 4.1. 

Now that CT, and cr,> have been established for the conven­
tional propeller, it is of interest to compare them to values given 
in the literature. In order to avoid all the uncertainties associated 
with the flow relative to the propeller blades, the inception index 
for propellers, a,, is usually related to the freestream velocity, 
which in the case of sea trials is the forward velocity of the 
boat relative to the water. However, basing the analysis on <T, 
as opposed to air is not free of complications. Due to the limited 
amount of information that exists on inception on propellers, 
it is difficult to compare propellers with different geometries, 
operating at different Reynolds numbers and advance ratios. 
This is demonstrated in Table 4.2, which shows the vastly differ­
ent c7, for model propellers operating at different advance ratios. 
There is a trend of increasing cr, with decreasing J, which 
is what one would expect because reducing the advance ratio 
increases the angle of attack. 

Table 4.1 Conditions at inception of tip vortex cavitation 
(conventional propeller) 

N 

21A rpm 

VA = V U 

0.55 m/s 9.20 m/s 

Reo-, 

1.6'10" 

JA=J 

0.14 

a 

16° 

C / 

745 

(Tlr 

2.7 
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Table 4.2 Comparing a-, with values from previous research on pro­
pellers 

Author 

Lodha and Arakerl (19B4) 

• model propeller 

* Strasberg's equation 

Chahlneetal. (1993) 

• model propeller 

Jessupetal. (1993) 

* model propeller 

* full scale propeller 

This report 

Re 

1.1x10' 

P0OJK 

0.83 

1,15 

6.6x10'HIS 

4.0x10° ^ ^ H 

5 .0x10 ' ^ ^H 

1.6x10' 1.15 

J 

0.50 

0.14 

0.86 

1.26 

1.26 

0.14 

a 

33 

626 

19.5 

2.3 

1.7 

746 

The large CT, found for the sea trials can therefore be attributed 
to the extremely low J, which is confirmed by a scaling equa­
tion, suggested by Strasberg (Lodha and Arakeri, 1984), relat­
ing a, to the slip ratio, S: 

a, = \.9e^^^ where 

S = 1 -
JA 

Strasberg's equation predicts that cr,- sa 605 for VA = V = 0.61 
m/s, suggesting that the previous estimate giving V = 0.55 
m/s is a little low. Nevertheless, together with the trend in 
Table 4.2, Strasberg's equation indicates that the conventional 
propeller had cavitation characteristics representative of propel­
lers of similar size and geometry. 

With respect to studies on hydrofoils, the CT.V we measured, 
2.7, is similar to that of previous research. At comparable angles 
of attack, McCormick (1962), Green (1991), Amdt et al. 
(1991), and Fruman et al. (1995) have measured inception 
indices ranging between 2 and 6 for different hydrofoils, al­
though one would expect a higher value for the propeller than 
for the hydrofoils due to the stronger tip vortices generated by 
the propeller blades. The discrepancy between hydrofoil results 
and these propeller tests is most likely caused by the different 
flow conditions (tip vortex interaction, boat wake, freestream 
nuclei, etc.) of the propeller tests. 

4.3.2 Ducted Tip Propeller. The video recordings of the 
ducted tip propeller speak for themselves: the ducted tips sub­
stantially delay inception of tip vortex cavitation on marine 
propellers. An inception point can not be determined for the 
ducted tip propeller, owing to the diffuse appearance of the 
cavitation. However, we are certain that tip cavitation did not 
occur for any shaft rotation rates up to and including N = 404 
rpm. This A? corresponds to a 47 percent cavitation improvement 
relative to the shaft rotation rate at inception on the conventional 
propeller. The delay, or absence, of tip vortex cavitation also 

confirms the encouraging results of the efficiency measure­
ments. In addition to this most important observation, there are 
additional observations that warrant mention. 

At A' between 400 and 450 rpm a vapor cloud emerges from 
the exit of the ducts. Exactly what happens can not be deduced 
from the video owing to limitations of underwater filming (diver 
safety, lighting, and the like). The vapor clouds are most likely 
the tip vortices that at this point are starting to cavitate, which 
are being diffused by the flow exiting through the ducts, but 
some internal duct surface cavitation may also be present. To 
determine what the flow looks like at the exit of the ducts will 
require a flow visualization experiment set up in a cavitation 
tunnel. The very different appearance of tip vortex cavitation 
with the ducted tips installed implies that the substantial modi­
fication to the tip geometry—not the small modification to the 
loading distribution that results from installation of the ducted 
tips—is the cause of the large reduction in cavitation inception 
index. 

Cavitation from the leading edge of the ducts was not ob­
served until the shaft rotation rate was close to 400 rpm. At 
advance ratios higher than those during Bollard pulls, the ducts 
will have lower angles of attack relative to the incoming flow, 
and therefore duct leading edge cavitation likely will not occur 
at all once the boat is given a forward velocity. These observa­
tions suggest that the orientation of the ducts, aligned with the 
chord of the blade where the tips were cut, is correct. The video 
does not offer much information about the effect of the duct 
geometry. The near absence of duct leading edge cavitation 
may be a result of our efforts to round the leading edges, or it 
could be a result of the receding duct leading edge as it extends 
from the suction surface to the pressure surface. 

At all shaft rotation rates there was substantially less radial 
spread of the race aft of the ducted tip propeller, which is 
in accordance with the observations of the boat owner, who 
commented on how the wake of the boat was different after the 
ducts had been installed. 

5 Conclusion and Recommendations 

5.1 Conclusion. The sea trials of the ducted tip propeller 
culminated in the following results: 

1. The ducted tips substantially delayed tip vortex cavitation 
inception on a propeller that is representative of a large 
number of propellers installed on smaller commercial 
vessels, such as tug boats and fishing boats. For this 
particular propeller, the cavitation inception index was 
reduced by at least 47 percent, based on the shaft rotation 
rate at inception. 

2. The ducted tip propeller did not suffer from efficiency 
losses due to the extra wetted surface of the ducts. On 
the contrary, the measurements indicate that up to a 6 
percent improvement in the efficiency is possible. 

The success of the sea trials can largely be attributed to the 
size and geometry of the ducted tips: the partial chord duct 
length offers a limited drag penalty, but remains very effective 
as a tip vortex suppressing device, both by obstructing the roll-
up process itself, and by further retarding it as the internal and 
external flows mix at the exit of the ducts. 

Obviously, the ducted tip propeller has a large commercial 
potential as it offers both an increased efficiency and improved 
cavitation performance. For most applications one of these fac­
tors, alone, would be sufficient to warrant installation of ducted 
tips, provided the installation costs can be kept at a reasonable 
level. For the propeller described in this report, the installation 
costs amounted to approximately $300, which is very modest. 
Discussions are presently underway with propeller manufactur­
ers concerning commercialization of the ducted tip concept. 
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5.2 Recommendations for Future Work. In order to de­
velop the ducted tip propeller into a commercial product, the 
following research should be carried out: 

1. Optimization of the ducted tip design, including flow 
visualization to determine which type of cavitation ap­
pears at the exit of the ducts at high N. This work should 
involve studies to determine the best combination of duct 
length and duct diameter relative to the average chord 
and propeller radius, respectively. 

2. Systematic experiments with ducted tips installed on 
model propellers with different P/D and AE/AO ratios. 
This information should be compiled and expressed as a 
ducted tip efficiency improvement as a function of KQ or 
KT of the conventional propeller. From such diagrams 
the feasibility of installation of ducted tips could readily 
be assessed without knowing the details of the inflow. 

3. A study of the effects of ducted tips installed on control­
lable pitch propellers and propellers with a highly 
skewed leading edge. 

4. Evaluation of propeller strength and identification of 
good manufacturing procedures. 
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Heterogeneous Drag Reduction 
Concepts and Consequences 
This paper deals with the nature of the heterogeneous drag reduction which occurs 
in turbulent pipe flows when a concentrated polymer solution is injected into the pipe 
center. According to earlier concepts, the achieved drag reduction is due to a direct, 
large-scale interaction of the viscoelastic polymer thread with the turbulent flow field. 
The authors prove that the heterogeneous drag reduction originates exclusively from 
agglomerates of dissolved polymer molecules present in the flow. 

I Introduction 
The reduction of drag in turbulent flow due to the addition 

of long-chain polymer molecules to a Newtonian solvent is 
known as the Tom's effect in honor of B. A. Toms (1948). He 
found that the addition of polymethylacrylate to monochloro-
benzene reduced the frictional drag of the solution compared 
to the solvent alone. Since then, a variety of drag reducing 
agents have been found to reduce the turbulent frictional drag. 
They range from asbestos fiber suspensions to polymer and 
surfactant solutions—an overview is given in Gyr and Bewers-
dorff (1995). The drag reduction of a dilute homogeneous poly­
mer solution of a few PPM concentration in weight is mainly 
characterized by two phenomena. 1. Drag reduction occurs at 
a certain onset value, usually given by the onset shear stress. 
2. The velocity profile of a turbulent flow of a Newtonian liquid 
over flat walls is logarithmic (the Prandtl-von Karman profile). 
For the drag reduced case, also logarithmic profiles are present; 
for maximum drag reduction they are bounded by the so-called 
Virk's asymptotic profile. This asymptotic profile is indepen­
dent of the kind of polymer used. Extensive research has been 
carried out in this field, resulting in a thorough insight into the 
governing phenomena. Regarding the gross flow behavior, the 
drag reduction {DR) is defined as: 

DR = (/„ - fDR)lfw at constant flow rate (1) 

where /„ and foR are the friction factors for water and the drag 
reduced case, respectively. In the case of the heterogeneous 
drag reduction, which is achieved by injecting a concentrated 
polymer solution into the core of a turbulent pipe flow (see 
Smith and Tiedermann, 1991, Fig. 1), we are faced with a 
unusual drag reducing system which appears to be uniquely 
different from the ones previously described. This system is 
remarkable because the polymer solution emerging from the 
injection nozzle forms a thread which flows with the stream 
and stays as a second phase for very long times. The achieved 
drag reduction is of a considerable amount, although the mixed 
concentration—if the material would be immediately dissolved 
and homogenized—would be O (10 PPM). However, since the 
material seems to remain in the thread, we are confronted with 
the fact that either the thread itself is drag reducing or dissolved 
material at a much lower concentration than in the usual cases 
for homogeneous solutions are responsible for the effect. This 
type of drag reduction has, just as the ones previously described, 
certain similarities in the way it affects the flow field, but exhib­
its a mean velocity profile which cannot be explained if one 
assumes hydrodynamic interaction of single polymer molecules 
with the flow field. The main difference to the observations of 
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the dilute polymer solutions is that the flow field is influenced 
out to the pipe center even at low drag reduction levels, whereas, 
in the homogeneous drag reduction, the polymer molecules af­
fect only the near wall region of the flow and leave the core 
region (Newtonian core) unaffected. The onset of the heteroge­
neous drag reduction cannot be correlated in the same way as 
for the homogeneous solutions since it shows a strong depen­
dency upon the master concentration Co of the injected solution 
and on the injection parameters. In summarizing, we conclude 
that the different types of drag reduction achieved with different 
additive techniques show many common features. But they also 
have several major differences which need to be explained to 
present a complete picture of the governing phenomena. 

It is the aim of this paper to show that the heterogeneous 
drag reduction is purely an effect of dissolved material. Since 
we propose a new concept of how heterogeneous drag reduction 
should be interpreted, a conceptual discussion is placed in front 
of the main text in Section II. In Section III the experimental 
proofs of our concepts will be given. The consequences are 
discussed and followed by the conclusions in Section IV. 

II History and Conceptual Models of the Heteroge­
neous Drag Reduction 

This type of drag reduction was first observed by Vleggaar 
and Tels (1973). They injected a 0.5 percent in weight solution 
of Polyacrylamide (Separan AP 30) into the core region of a 
turbulent pipe flow. They showed that a larger drag reduction 
occurred when the polymer is injected instead of being pre-
mixed, especially at lower Reynolds numbers. Since then, nu­
merous researchers have worked in this special field of drag 
reduction. Bewersdorff (1984) reported drag reduction in his 
injection experiments, although the injected polymers were not 
diffused to the wall region (which is commonly accepted as 
crucial for drag reduction). Additionally, his measured velocity 
profiles at Re = 15,000 and 20,000 showed a significantly 
higher dimensionless velocity in the core region, and practically 
an unaffected velocity profile closer to the wall. At higher Reyn­
olds numbers, he found that the slope of the velocity profile is 
increased throughout his covered profile. Because of the high 
Reynolds number and the dimension of his measurement vol­
ume, he did not approach the wall closer than 100 viscous units 
which he thought to be legitimate due to the work of Berman 
(1986). Usui et al. (1988) studied the velocity profile of the 
injected polymer phase and the surrounding water phase sepa­
rately by seeding both liquids with tracer particles. They moni­
tored the flow using a video camera which was moved with the 
flow at the average flow velocity. Hoyt and Sellin (1991) stud­
ied the thread injection technique using a variety of different 
viscoelastic solutions, ranging from water soluble Polyacryl­
amide (PAM), Polyethyleneoxide (PEO) and the surfactants 
Tetradecyltrimethylammonium bromide 4- 2 percent sodium sa-
lycilate (C^TASal) and Hexadecyltrimethylammonium bro-
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Fig. 1 Discrete frequency analysis of the velocity fluctuations in axial 
(left side) and wall normal (right side) direction, OR = 40 percent, 

equal wall stress water flow, abscissa: log <a*, ordinate: ii>*<p 

mide + 2 percent sodium salycilate (CieTASal), as well as 
water nonsoluble FLO (commercial pipe line drag reducer), 
Polyisobutene, and PEO dissolved in dichloromethane. For high 
Reynolds numbers they found that only the polymers showing 
drag reduction when they were premixed also reduced drag in 
a heterogeneous injection. At lower Reynolds numbers they 
found that the injected PEO solution showed drag reduction 
when the premixed solution did not (onset of drag reduction at 
lower Reynolds number). Believing that the thread was directly 
interacting with the flow as a drag reducer, they came to the 
conclusion that a new type of thread drag reduction existed at 
low Reynolds numbers, and that the thread properties had to be 
properly tuned so that significant oscillations of the thread were 
possible. They assumed a new type of drag reduction, originat­
ing from the viscoelastic properties of the concentrated polymer 
or surfactant solution thread present in the flow. 

An explanation for the heterogeneous drag reduction was 
thought to lie in the ability of the thread to store and release 
strain energy, thus forcing the outer flow field over a certain 
frequency range similar to a forced mixing layer flow. This 
forcing of the outer flow field was assumed to interfere with 
the inertial energy cascade, which transfers turbulent Idnetic 
energy to the dissipative eddies, and therefore decreases the 
overall dissipation. Regarding the findings, however, there were 
also doubtful voices stating that the heterogeneous drag reduc­
tion is not a new drag reduction effect, but is merely due to 
dissolved polymer material coming from the thread and acting 
in a very similar fashion to the premixed solutions (Virk, 1989). 
They argued that only very minute amounts of polymer must 
be present in the flow when the molecular weight is very large. 
Consequently, they reasoned that clusters of polymer molecules, 
so-called agglomerates which act like huge molecules, were 
present in the flow. Stenberg et al. (1977) reported an injection 
experiment where they mixed the injected polymer thread using 
a variable speed mixer. They found that an increase in the rate 
of mixing shifted the onset of drag reduction to higher Reynolds 
numbers and observed that the polymer thread split up into finer 

and finer strands according to the conditions, i.e., by increasing 
the mixer speed or Reynolds number. McComb and Rabie 
(1982a) investigated the radial dispersion of a 0.1 to 0.3 percent 
in weight solution of PEO and the corresponding drag reduction. 
In their experiments a polymer thread was not likely to remain 
stable because of the relative low concentration. They found 
that the effective annulus, where polymer has to be present in 
order to be drag reducing, lies between 15 and 100 viscous 
units. Also (McComb and Rabie, 1982b) their measured veloc­
ity profiles were similar to the ones obtained by the thread 
injection technique, that is they had an increased slope in the 
core region compared to Newtonian flow. Herman (1989) inves­
tigated the Reynolds stress signals of a turbulent flow field 
depending on whether a cluster of fine threads or a single poly­
mer thread was present close to the LDV measuring volume. 
He achieved this by marking the polymer solution with a fluo­
rescent dye, thus being able to do conditional sampling of the 
velocity signals. He found that the Reynolds stress signal was 
not altered by the presence of the singular thread, but that it 
was significantly reduced when a cluster of fine threads passed 
by. In addition. Smith and Tiederman (1991) found that the 
thread never comes closer to the wall than 100 viscous units. 
Wells and Spangler (1967) noticed immediate drag reduction 
after the polymer was injected into the wall region, and a de­
layed effect when introduced in the center of the flow. Analo­
gous findings were reported by Luchik and Tiederman (1988) 
who found in their injection experiments that there exists an 
effective annulus 10 < y^ < 100 in which the polymer has to 
be present in order to be drag reducing. 

As it has been shown in the preceding section, there exist two 
conceptually different types of explanations how the injected 
polymer solution is drag reducing. One explanation is based on 
an interaction of a viscoelastic thread with the turbulence, the 
other one assumes that the drag reducing effect is due to dis­
solved material and therefore the drag reducing mechanism is 
very similar to the one acting in homogeneous polymer solu­
tions. Both mechanisms, however, could also act in an combined 
form. Our goal is to show that the heterogeneous drag reduction 
is only due to dissolved material. Therefore it has to be shown 
that the thread interactions are not drag reducing, and second, 
that dissolved material is present in the drag reduced case. To 
do so we have to summarize the possible interaction mecha­
nisms which one has to disprove. 1) Due to its capabilities of 
storing and releasing strain energy the thread should alter the 
turbulent flow field in its immediate vicinity thus leading to an 
altered correlation of the turbulent fluctuations with respect to 
the distance of the thread leading to an overall drag reduction. 
2) The thread forces the flow field in a certain frequency band 
thus being able to interfere with the turbulent kinetic energy 
transport from large to smaU scales. 3) The thread leads to a low 
dissipative Beltrami-like flow field via azimutal oscillations. In 
this flow field, the helicity density h = uju was supposed to be 
increased leading to a smaller enstrophy production and there­
fore to a smaller overall dissipation. In a series of papers some 
aspects of this controversy have been treated, but to prove our 
statement, it needs an overview of all aspects, which will be 
given here. 

Ill The Active Thread Versus Dissolved Mole­
cules—An Experimental Investigation 

First we have to disprove the concepts assuming that the 
heterogeneous drag reducfion is the result of a direct interaction 
of the thread motions with the turbulent flow. We do this by 
showing that all mentioned mechanisms can be disproved exper­
imentally. 

1. Is an elastic thread centrally fed into a Newtonian fluid 
drag reducing? 

The answer is no. An elastic rubber band, produced by Huber 
and Suhner CH-8330 Pfaffikon, of extremely low elastic modu-
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lus and diameter 1.2 mm was continuously fed to the flow, or 
was held fixed shortly after the pipe entrance. In neither case 
did drag reduction occur (Hoyer et al., 1994). In this paper it is 
also theoretically shown, that the heterogeneous drag reduction 
cannot originate from an additional length scale introduced by 
the thread oscillations. If the thread had an effect, this would 
have to be a result of its viscoelasticity. 

2. Is the thread acting as a forcing system amplifying certain 
frequencies in a resonance mode? 

No, this is not the case, see also Hoyer and Gyr (1996). No 
narrow band augmentation in the discrete frequency spectra 
could be detected (which would have been observed when a 
forcing or resonance effect was responsible for the achieved 
drag reduction). On the contrary, the power spectra of the veloc­
ity fluctuations show the same changes from the Newtonian 
case as they are known for homogeneous dilute polymer solu­
tions. No resonance mode what so ever could be detected, see 
Fig. 1. The discrete power spectrum of the velocity fluctuations 
in Fig. 1 is presented according to Perry and Abell (1975). The 
frequency LJ is scaled with the viscous frequency so that 
w^ = ujvlul. The Fourier coefficients have been scaled with 
the variance of the corresponding velocity fluctuation so that 
4>kk = ^kJu'^. Figure 1 shows the discrete power spectrum in 
axial (left) and wall normal (right) direction at various dis­
tances to the wall in the case of 40 percent drag reduction 
(dotted line) and water flow of equal wall stress (solid line). 
The abscissa scale is log UJ ^ and the ordinate scale is a; * 0. 

3. Is there an energy storage-relaxation process responsible 
for drag reduction due to the viscoelasticity of the thread? 

Since the thread is viscoelastic and deforming, a storage and 
perhaps also a relaxation process is present, but to be drag 
reducing, the thread had to interact preferentially with the turbu­
lent structure. For example, by storing the energy of the high 
frequencies and relaxing it into the low ones. But this is hardly 
the case, since the inertia of the thread is rather responsible for 
an interaction only in a frequency range smaller than a critical 
value. In any case, if a mechanism of this kind would act, the 
altered turbulent structure measured close to the wall then 
should depend on the distance of the thread. This is not the 
case as shown in Hoyer and Gyr, 1995. 

The suspected effect of a localized alteration of the phase 
relation between the turbulent velocity fluctuations in the vicin­
ity of the thread proved to be incorrect, since the conditional 
sampling of the velocity records showed no dependency on the 
thread distance, see Fig. 2. Results presented in Fig. 2 show 
that the axial and wall normal velocity fluctuations as well as 
the major part of the Reynolds stress tensor are independent on 
the thread distance. 
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Fig. 2 Conditionally sampled velocity fluctuations and turbulent Reyn­
olds stress as function of the distance to the thread. LDV measuring 
volume at y* = 40 for the case DR = 25 percent. The special class No. 
7 consists of all the samples when the thread location was not uniquely 
identifiable (e.g., cluster of threads). For more details see Hoyer and Gyr 
(1995). For comparison, the integral scale at the chosen location is of 
the order of 1.25 mm. 

4. Is the thread producing low dissipative effects interacting 
with the large structures of the turbulence? 

It is known that two-dimensional or helical structures are low 
dissipative. It is therefore feasible that the thread is interacting 
with the turbulent flow field so that such structures are prefera­
bly enhanced. Large structures are dominated by the geometry 
of the flow system. By varying the channel geometry this hy­
pothesis can be tested. Bewersdorff et al. (1993), investigated 
the drag reduction in channels of different cross sections, but 
with fixed hydraulic radius, see Fig. 3. Three different pipe 
cross sections (circular, square, and rectangular with aspect 
ratio 10:1) of the same hydraulic diameter D^, = 30 mm were 
investigated. 

The onset of drag reduction' was independent of the cross 
section. In the rectangular channel, the slope increment b 
(which, in Prandtl-von Karman coordinates, is the difference 
in the slope of the friction factor-Reynolds number relation 
compared to the Newtonian value, Virk 1975) after onset was 
equal to the one obtained in the circular and the square pipe, 
when three injectors (equafly spaced along the larger side) were 
used. When only one central injector was used, the slope incre­
ment was lower compared to the other two pipes. Flow visual­
ization showed that centrally injected, colored water had only 
diffused over approximately half of the cross section along the 
pipe length of 10 m. The different pipe geometries showed no 
effect on the drag reduction in the injection experiments. If an 
increase in the helicity of the outer flow field caused the effect, 
there should have been less drag reduction in the square and 
even less drag reduction in the rectangular pipe than in the 
circular one. 

All four investigations proved that the thread itself is not 
contributing to the reduction in turbulent drag. 

To prove that the thread and its motions are not the reason 
for the drag reduction is one part of the problem, to prove that 
dissolved material is responsible is the other. This will be done 
in the following paragraphs. First of all, the onset of the hetero­
geneous drag reduction system has to be explained. In the gross 
flow measurements (friction factor versus Reynolds number) 
we discern two drag reduction characteristics: the so called type 
" A " and type " B " drag reduction. Type A occurs if a critical 
wall stress is exceeded and the friction factor starts to deviate 
at the onset point from the Prandtl-von Karman law. In type B 
drag reduction, asymptotic drag reduction is achieved, following 
directly after the laminar regime. The asymptotic behavior is, 
as Virk (1975) showed, universal for all polymer additives. 
Virk (1975) proposed that the onset of drag reduction, in the 
case of dilute polymer solutions, occurs after a certain stress 
level of the flow is exceeded. This critical value is related to 
the stretching of the polymer molecules from their relaxed state 
and correlated to the radius of gyration of the polymer molecule 
in the following form: 

RGTM — ^T (2) 

where the onset constant fij-, depends on the polymer type and 
on the solvent being of the order of 10' (i?G, in nm and T„ in 
Pa), see also Lumley (1969). On the other hand, polymer drag 
reduction can occur without any discernible onset effect. Virk 
calls this a type B drag reduction, where the macromolecules 
causing the effect are already in an extended state and do not 
need to be stretched by a strong flow. 

' After calibrating the hydrauUc diameter (systematic error) and fitting it with 
a least square error to the Prandtl-von Karman law, the relative error of the friction 
factor measurements (Figs. 3, 4, 6, and 7) due to uncertainties in flow rate and 
pressure drop measurement is estimated to be less than 2 percent and less than 1 
percent for the velocity. The high friction factors found for the square channel at 
low Reynolds numbers in Fig. 3 are due to the polymer solution sinking to the 
bottom wall in this particular experiment due to slightly higher specific weight 
and the low velocity. 
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This, however, is contradictory to the onset behavior in the 
heterogeneous drag reduction system, since the system would 
have to exhibit type B behavior if one assumes large extended 
agglomerates of molecules to be present in the flow. Now the 
question arises how this onset behavior in the heterogeneous 
case can be explained. As it will be shown in the following 
CCD frames (Fig. 5 together with the measurements in Fig. 4), 
the onset and thereafter the drag reduction in the heterogeneous 
case is correlated to the deterioration of the polymer thread 
caused by the turbulent flow field—an interaction which intro­
duces the polymer in a drag reducing configuration. In this 
investigation, gross flow measurements of the friction factor 
have been made simultaneously with a visualization of the 
thread condition. Figure 4 shows the obtained friction factors 
in the rectangular pipe with the use of two injectors mounted 
at \ and \ height of the channel. The corresponding numbers 
are referred to the CCD scans in Fig. 5, which are typical 
pictures of the thread condition. As can be seen from Fig. 4 the 
onset of drag reduction occurs after point no. 4 with increasing 
drag reduction levels at no. 5 to no. 7. 

As seen from Fig. 5, point no. 4, the large scale interaction 
between the flow and the thread is present as soon as the flow 
is turbulent, but without any drag reduction. The drag reduction 
develops when the polymer thread starts to disintegrate and 
release polymer to the .surrounding fluid (marked with ellipses 
in Fig. 5, no. 5 to no. 7) . 

The hypothesis remains a hypothesis as long as it cannot be 
proved that in the case of the heterogeneous drag reduction 
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Fig. 5 Typical examples of the thread condition with increasing drag 
reduction. Flow direction is from right to left, field of view is approxi­
mately 8 cm (/)) and 10 cm (w) (Only the bottom half of the rectangular 
pipe is shown). Note the deterioration in no. 5 to no. 7 (marked). 

polymer is present in the near wall region. This was the main 
reason why it was thought for a long time that the thread is 
actively contributing to the effect, because no polymer could 
be identified with the available methods. 

Hoyer (1994) and Hoyer et al. (1992) gave a direct proof 
by using the drag reducing effect itself as a test method. In a set 
of experiments, near wall fluid from the 30 mm inner diameter 
circular (D,) pipe was collected using a slit suction device of 
height 0.25 mm, and investigated in a 4 mm Di pipe for drag 
reduction capability. The average thickness of the collected wall 
layer never exceeded 22 viscous units. This insured that no 
part of the concentrated polymer thread was sampled, since the 
probability that the thread approaches the wall closer than 100 
viscous units tends to zero. Figure 6 shows the drag reduction 
behavior in the circular 30 mm Di pipe with variation of Reyn­
olds number. The dotted vertical lines represent the Reynolds 
numbers at which near wall fluid was collected. Figure 7 shows 

Fig. 4 Friction factor in the rectangular pipe for comparison with the 
CCD scans in Fig. 5 

Fig. 6 Drag reduction in the D, = 30 mm circular pipe with "average" 
concentration d = 20 PPM, injected master concentration Co = 0.75 
percent, dotted lines represent Reynolds numbers at which near wall 
fluid samples were fatten and investigated in the D, = 4 mm pipe (see 
Fig. 7). 
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Fig. 7 Drag reduction behavior of the coilected near wall fluid from Fig. 
6 as measured in the D/ = 4 mm pipe with variation of the Reynolds 
number in the D, = 30 mm pipe. The y* values given in the plot are the 
approximate layer thickness of the collected fluids. 

the drag reduction behavior of the sampled fluids in a Di 4 imn 
pipe as test for presence of polymer molecules. 

Comparing the Figs. 6 and 7 we see the following: 

(i) Near wall fluid collected just before onset in the main 
pipe showed no drag reduction in the small pipe. 

(ii) Fluid collected with increasing levels of drag reduction 
in the main pipe showed increasing drag reduction capabilities 
in the small pipe. 

The results show clearly that the drag reducing capability of 
the near wall fluid is directly correlated to the drag reduction 
achieved in the D, = 30 mm pipe. Comparison of drag reduction 
levels in the small pipe using premixed solutions showed that 
the collected samples behaved like the homogeneous solutions 
of concentrations 0.1 - 1 PPM, depending on the achieved drag 
reduction in the main pipe. 

In addition to the presented results of how the onset in the 
heterogeneous system can be explained and the direct proof that 
there is polymer present in the near wall region, we would like 
to mention several characteristics regarding the turbulent flow 
field, which the heterogeneous and the homogeneous drag re­
duction systems have in common (Wei and Willmarth, 1992; 
Gampert and Yong, 1989; Berner and Scrivener, 1980; Hoyer 
and Gyr, 1996; Achia and Thompson, 1977). These common— 
or better similar—^ features include the changes in the rms ve­
locity fluctuations, their correlation, their power spectra as well 
as the average time between bursts, the main Reynolds stress 
generating event. Heterogeneous drag reduction differs from 
the homogeneous drag reduction in the following aspects: The 
velocity profiles obtained in type A drag reduction at non-as­
ymptotic drag reduction show a parallel shift of the central part 
of the flow field (Newtonian core) by an amount called the 
effective slip velocity S'. This shift increases with increasing 
drag reduction. At higher drag reduction levels the Newtonian 
core is still present, but the wall region shows a slope signifi­
cantly larger than the Newtonian (three layer model of Virk et 
al., 1970). At maximum drag reduction the entire outer flow 
field shows an increased slope of about 12, about five times the 
Newtonian value. For the heterogeneous drag reduction system, 
the slope of the velocity profile in the inertial region is increased 
throughout the pipe compared to the Newtonian value by an 
amount equal to 1/(1 - DR). Whereas, for homogeneous drag 
reduction, it is commonly accepted that the flow has to be strong 
in order to interact with the molecules (Hinch, 1977), and 
therefore the region of the polymer interference is close to the 
wall extending outwards as the drag reduction increases, this is 
not the case in the injection type drag reduction. This phenome­
non will be addressed in the next section. 

IV Discussion 

The present investigation is very general in its principal as­
pects, restricted by the used setup, material and flow parameters. 
One cannot expect that the results are universal, however hetero­
geneous drag reduction manifests itself mainly in the different 
mean velocity profiles (Hoyer and Gyr, 1996). This is the re­
maining problem which needs to be discussed, since the form 
of the mean velocity profile was often used as a proof that only 
dissolved material cannot be responsible for the effect. In this 
context, we would like to put our emphasis on the nonuniversal-
ity encountered by the injection type drag reduction. It is very 
important in which form and in which concentration the dis­
solved material is present at any location in the flow. By varying 
the injection concentration, or the relative velocity at the nozzle, 
or introducing some outer disturbance like nozzle geometry 
(diameter, length) etc. practically every anisotropic and inho-
mogeneous distribution can be achieved. Reference to Saadeh & 
Strehlow 1997 and Hoyer & Gyr 1996. For example, the in­
crease in injector length from 15 mm to 200 mm shifted the 
onset Reynolds number from 18,000 to 35,000 with otherwise 
identical flow conditions. Similarly, using the longer injector, 
the decrease of the injection concentration from 1 to 0.75 per­
cent shifted the onset Reynolds number from 35,000 to 20,000. 
In the present investigation, however, the dissolving was able 
to give, on the one hand, a complete picture of the process, and 
on the other, to elucidate the critical remarks. The polymers are 
torn off in form of tiny filaments and therefore the dissolving 
process is not a diffusive but a discontinuous one. By every 
such event another amount of polymer is released and further 
dissolution is a function of the now altered flow field and its 
structures. By light scattering analysis (Bewersdorff et al., 
1993), it was found that the mean agglomerate in the wall 
layer fluid consisted of two molecules. It is therefore feasible 
to assume that the central part of the flow field contains larger 
agglomerates which are aisle to interfere with the dissipative 
scales of the outer flow field as discussed in Hoyer and Gyr 
(1996). 

For a complete picture of the heterogeneous drag reduction 
system we would like to comment on some of the earlier pub­
lished work. The turbulent velocity fluctuations u', v' and the 
main contribution to the Reynolds stress tensor pu'v' are altered 
mainly in the buffer layer between 10 < y^ < 100. On the 
other hand, the polymer thread stays outside y'^ > 100 almost 
all the time, since it feels the high mean shear rate at the wall. 
So the Reynolds stress deficit, which is present at the near wall 
region, has to be compensated by a molecular stress, since the 
thread is not present there. The increased slope of the velocity 
profile throughout the log law region can be explained with a 
concept based on agglomerates instead of single molecules. 
Simple analysis shows that agglomerates of only a few mole­
cules are able to interfere with the dissipative scales throughout 
the pipe diameter (Hoyer, 1994; Hoyer and Gyr, 1996). Hinch 
and Elata (1979) showed that a heterogeneous network of con­
centrated polymer solution can interact with weak flows. Oliver 
and Bakhtiyarov (1983) showed that considerable amounts of 
drag reduction are possible with concentrations below 1 PPM 
when the molecular weight is very large. So it seems reasonable 
to say that the heterogeneous drag reduction is due to dissolved 
polymer material. The heterogeneous drag reduction is believed 
to be so effective due to the larger molecular weight and the 
corresponding broader molecular weight distribution of the ag­
glomerates. The effective relaxation time scales, therefore, are 
spread wider, and that is why the area of interference extends 
out to the pipe center, even at nonasymptotic drag reduction 
levels. The onset correlation known from homogeneous drag 
reduction is not applicable to the heterogeneous drag reduction. 
Only when the nozzle design ensures relatively undisturbed 
outflow, the onset of heterogeneous drag reduction will be corre­
lated to the turbulence intensity of the pipe flow. In this case, the 
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onset wall shear stress will depend on the master concentration 
because the interlocking of the polymer solution network in­
creases with concentration, and a mechanical deterioration of 
the polymer phase becomes more difficult. The diffusion of 
polymer molecules from the polymer phase is negligible. The 
further mechanical dissociation of polymer molecules from the 
polymer phase at a constant Reynolds number is inhibited by 
the development of drag reduction, since there is a restraining 
feedback of the molecules on the high intensity turbulence 
which is suppressed. 

V Conclusion 
The heterogeneous drag reduction is discernible from the 

homogeneous drag reduction by an inhomogeneous distribution 
of the polymer concentration and a very broad molecular weight 
distribution of the agglomerates. The heterogeneous drag reduc­
tion has an onset after a certain stress level in the thread, pro­
duced by the flow field, is reached. It occurs when large agglom­
erates of polymer molecules are torn off the thread and subse­
quently downsized and mixed with the Newtonian fluid. 
Nevertheless, the heterogeneous drag reduction is the most effi­
cient technique of adding polymer to the flow. This is because 
the polymer in the "thread" does not degrade, and the thread, 
therefore, is a source of very effective drag reducing material. 
Research in the heterogeneous drag reduction field should there­
fore be focused on practical aspects such as the concentration 
of the injected solution, the turbulence level at the nozzle exit, 
and injector design in order to optimize the injection process. 
Heterogeneous drag reduction is a very practical topic of re­
search, but the difficulties in the control of the additive state 
render it ineffectual in the basic research in the field of turbu­
lence and its manipulations. 
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Numerical Simulation of 
Concentrated Emulsion Flows 
The macroscopic flow and detailed microphysics of a concentrated emulsion are 
described with three-dimensional numerical simulations. Numerical predictions for 
deformable drop interactions in shear-flow are in very close agreement to direct 
microscopic measurements. The results illustrate that drop deformation stabilizes 
drops against coalescence. Numerical simulations are used to describe an emulsion 
in shear flow at dispersed-phase volume fractions up to 30 percent. Shear-thinning 
viscosities and large normal stresses are found. The results are used to describe 
pressure-driven flow of a concentrated emulsion in a cylindrical tube. Blunted macro­
scopic velocity profiles and shear-thinning apparent viscosities are predicted. Our 
results suggest that some features of moderately concentrated emulsion flows can be 
predicted by an effective mean-field model. 

1 Introduction 

Emulsions are important in a wide range of industrial applica­
tions. Often it is desirable to predict or manipulate the rheology 
of an emulsion or its microstructure. Due to the complexity of 
the problem, however, there has been limited progress towards 
numerical simulations that can reliably predict the rheology and 
microstructure of emulsion flows. Instead, unreliable empirical 
correlations and ad hoc models have been used to predict emul­
sion flows. 

Early descriptions of emulsion flow were restricted to dilute 
systems and undeformed spherical drops. Recently, there has 
been considerable progress with the development of numerical 
simulations of concentrated emulsion flows. Two-dimensional 
computer simulations have been developed to explore qualita­
tive features of concentrated emulsion flows (e.g., Zhou and 
Pozrikidis, 1993, 1994; Li et al., 1995). By considering a cubic 
lattice of deformable drops Pozrikidis (1993) developed the 
first three dimensional description of a concentrated emulsion 
in shear flow. 

Loewenberg and Hinch (1996) developed a many-drop three 
dimensional computer simulation for a dynamically-changing 
disordered microstructure of deformable emulsion drops in 
shear flow. With only modest computational resources, Loe­
wenberg and Hinch were able to extract the steady-state rheol­
ogy from long-time simulations. Dispersed-phase volume frac­
tions up to 30 percent were explored. Their results reveal a 
complex non-Newtonian rheology with large normal stresses 
and pronounced shear thinning viscosities that are associated 
with an anisotropic microstructure of deformed drops. Under 
conditions that lead to significant drop deformation, the simula­
tions of Loewenberg and Hinch (1996) show that the viscosity 
of an emulsion is only a moderately increasing function of the 
dispersed-phase volume fraction; in contrast to rigid particle 
suspensions, deformable drops do not form large clusters at 
volume fractions of 30 percent. 

The foregoing numerical studies provide rheological informa­
tion that may be applied to a wide range of practical emulsion 
flows. Moreover, numerical simulations provide a tool for ex­
ploring the detailed microstructure in an emulsion flow. These 
features have not been widely exploited. The aim of this article 
is to demonstrate the application of generic numerical simula­
tions to a particular macroscopic flow of practical interest and 
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to propose a simplified model for predicting the microstructure 
and rheology of an emulsion. 

The problem formulation and assumptions are discussed in 
Section 2. In Section 3, we present simulations that illustrate 
the stability of deformable drops against coalescence; a scaling 
argument to explain these predictions is provided. Our numeri­
cal predictions are shown to be in very close agreement with 
the experimental measurements of Guido and Simeone (1998). 
In Section 4 we present results for the rheology of a concen­
trated emulsion in shear flow using our previously-developed 
computer simulation (Loewenberg and Hinch, 1996). The re­
sults are used to simulate pressure-driven flow of a concentrated 
emulsion. Numerical predictions of emulsion microstructure are 
presented in Section 5. An effective mean-field model is pro­
posed in Section 6. Concluding remarks are made in Section 7. 

2 Numerical Formulation 

2.1 Macroscopic Flow. We assume that the macroscopic 
length scale L is much larger than the drop size a thus, a contin­
uum description is appropriate. Accordingly, the macroscopic 
flow field is governed by 

Re £u 
dt 

+ u • Vu = V • S; V • u = 0, (2.1) 

where Re is the macroscopic Reynolds number and S is the 
volume-averaged stress tensor which is computed by numerical 
simulation of the detailed microstructure as described in Section 
2.2. The dispersed- and continuous-phase fluids are assumed to 
be Newtonian; however, S is generally non-Newtonian as a 
result of drop deformation. 

2.2 Emulsion Microstructure. We assume that the local 
Reynolds number based on the drop size and local shear-rate 
is small: 

Reic Re(fl/L)^ < 1, (2.2) 

where Re is the macroscopic Reynolds number. Thus, on the 
microscale, fluid motion in the dispersed and continuous phases 
is described by the quasisteady Stokes equations 

MoV û - Vp + pg = 0,V • u = 0; 

continuous phase, (2.3) 

VoV^u -Vp + (Ap + p)g = 0, V - u = 0; 

dispersed phase, (2.4) 
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vi'here no, p and \jiio> ^P + P are the viscosities and densities 
of the continuous and dispersed phases. The volume-averaged 
velocity field 

(u) = u" (2.5) 

is imposed. On the deformable drop interfaces, the fluid velocity 
is continuous across the deformable drop interfaces but the 
normal traction t„ = S:nn suffers the jump 

t„ - t,, = Ap(g-x) - 2K<J (2.6) 

where a is the surface tension, n is the outward normal vector, 
and K is the mean curvature. Tangential tractions are continuous 
across the interface unless surface tension gradients (Marangoni 
stresses) arising from adsorbed surfactant or temperature gradi­
ents are important; Herein, Marangoni stresses are neglected. 
The initial drop shapes are given (e.g., spherical drops). 

2.2.1 Boundary Integral Formulation. The foregoing ini­
tial-value problem is nonlinear (unless drop deformation is neg­
ligible). However, for a given instantaneous configuration of 
the drop interfaces. Equations (2 .3)-(2.6) form a well-posed 
linear boundary-value problem for the fluid velocity. Thus, the 
problem can be conveniently recast as a boundary integral equa­
tion on the drop interfaces S (Pozrikidis, 1992): 

u(x,) = 
\ + 1 

Ca u°°(x,) 
1 

\ -F 1 STT I G • tdS, 

1 3 

X -I- 1 27r L [J-u]-ndS„ (2.7) 

which has been made dimensionless using the drop size a (e.g., 
average undeformed drop radius) for chai-acteristic length and 
the capillary relaxation velocity CT/^O for the characteristic ve­
locity. The X, ((' = 1, A'') are a set of marker points on the drop 
interfaces and u(x,) is the associated fluid velocity. If needed, 
the fluid velocity elsewhere in the domain (outside or inside 
the drops) can be obtained from a slightly modified form of 
Eq. (2.7) (Pozrikidis 1992); however, this was unnecessary for 
the results presented here. 

The capillary number 

Ca P'oya (2.8) 

is the ratio of viscous stresses to surface tension (i.e., dimen­
sionless shear-rate), where y is the shear-rate. The (dimen­
sionless) surface traction is 

f = [Bo(e-x) - 2/<fl]n, 

where the Bond number is 

Bo = ^ ^ , 

(2.9) 

(2.10) 

and e is a unit vector parallel to g. Herein, neutral buoyancy is 
assumed thus. Bo = 0. 

For isolated drops in Stokes flow, the kernel functions in Eq. 
(2.7) 

G = - + - , T = - ^ 
r r r 

(2.11) 

are the free-space Stokeslet and stresslet kernel functions, where 
x e 5 is an integration point, x = x - x,, and r = | x |. For 
concentrated emulsions, periodic boundary conditions are im­
posed by summing the free-space kernel functions on a lattice 
using Ewald summation (Beenaker, 1986); the resulting peri­
odic kernel functions are given by Loewenberg and Hinch 
(1996). A strained cubic lattice is used to describe shear flow; 
by symmetry only strains -(1/2) < y < (1/2) are needed. 

Evolution of the deformable drop microstructure and associ­
ated stresses is obtained by time-integrating the fluid velocity 
on the interfacial marker points 

d\i 

dt 
«(x,) , i = 1,/V. (2.12) 

A detailed description of our numerical method is described 
elsewhere (Loewenberg and Hinch, 1996, 1997). Using our 
numerical method, many-drop (e.g., twelve drop) computer 
simulations (with periodic boundary conditions) require a few 
hours on a workstation. Numerical convergence of our simula­
tions is 1/A .̂ 

2.3 Calculation of Macroscopic Stress. The volume-av­
eraged stress tensor in an emulsion requires only the shape and 
velocity distribution on the drop interfaces which is directly 
obtained by solution of (2.7) from the boundary integral formu­
lation described in Section 2.2.1. According to Batchelor 
(1970), 

E = E° -F (j^Y,' (2.13) 

where S" = 2/Jo(E) - {p)\ is the stress contribution from 
the pure continuous-phase fluid (with volume-averaged rate-of-
strain (E) and pressure (p)), <i> is the dispersed-phase volume 
fraction, and 

Yf: = I [KHIXJ -h (X. — 1)(«,«; + niUj)]dSx (2.14) 

is the stress contribution of the drops. Locally small Reynolds 
numbers (2.2), neutral buoyancy (Bo = 0) , and negligible 
Marangoni stresses are assumed. As a result of our nondimen-
sionalization, S is normalized by the capillary pressure a/a. 

In shear-flow, 

u°° = (yx2, 0, 0) , (2.15) 

the continuous phase fluid contributes to the (dimensionless) 
total shear stress: 

Ca = Ca + (j>11^2- (2.16) 

which defines an effective capillary number. An effective shear 
viscosity is defined: 

Mo 

Ca 

Ca 
(2.17) 

The other off-diagonal stresses Z13 and S23 vanish by symmetry. 
Nonzero first- and second-normal stress differences result 

entirely from the dispersed-phase contributions 

Â , <i>N'; = </.(!:, - x : , ) , 

N, = <AÂf = </,(i^, - x ; ) 

(2.18) 

(2.19) 

Herein, steady-state stresses are used to describe macroscopic 
emulsion flows. In our simulations, steady-state was reached 
after 5 - 1 0 T , where 

T = /Uo(l -I- \)a/a (2.20) 

is the drop relaxation time. Thus, macroscopic time scales much 
larger than r are assumed. Fortunately, this assumption usually 
holds in practice because T is typically 1 millisecond. 

Herein, the effects of polydispersity and phase segregation 
are ignored. A monodisperse drop size distribution and uniform 
dispersed-phase volume fraction are assumed. In general, dis­
persed-phase segregation occurs in a thin 0(a) region near 
macroscopic boundaries as a result of drop migration (Kennedy 
et al., 1994, Uijttewaal and Nijhof, 1995). In highly concen­
trated emulsions and foams this thin low-viscosity layer of con­
tinuous-phase fluid can have a pervasive macroscopic effect 
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Fig. 1 Sequence (1-5) showing the interaction between equal-size 
drops in shear flow with Ca = .135, X = 1.37; drops are In the shear plane 
{x, - X2 plane). Initially, each drop is spherical with one drop centered 
at origin and the other at (-10.85, .5138, 0). 

(e.g., apparent slip). However, for the moderately concentrated 
emulsions (</) < 30 percent) considered herein, this thin phase-
segregated layer has a negligible effect on the macroscopic flow 
because the effective viscosity of the emulsion is comparable 
to the viscosity of the continuous-phase fluid. 

Under the conditions described above, the macroscopic stress 
tensor is fully characterized by the local capillary number (Ca), 
viscosity ratio (X), and volume fraction ( 0 ) . 

3 Interactions Between Deformable Drops 

Figures 1 and 2 illustrate a pair interaction between de­
formable neutrally-buoyant drops in shear flow. The cross-flow 
component of the center-to-center drop separation is depicted 
in Fig. 2(12) and drop deformation 

D = 
W 

L + W 
(3.1) 

is depicted in Fig. 2(b), where L is the maximum and W is the 
minimum drop dimension. 

The results illustrate that deformable drops are stabilized 
against coalescence. In the Appendix, this observation is ex­
plained by a scaling argument based on the lubrication flow 
between closely-spaced deformable drop interfaces. By symme­
try, interactions between spherical particles/drops in shear flow 
do not produce a net cross-flow displacement. By contrast, inter­
actions between deformable drops produce 0 ( a ) net cross-flow 
displacements, as illustrated in Fig. 2 (a ) . As a result, de­
formable drops undergo hydrodynamic diffusion (Loewenberg 
andHinch, 1997). 

Also shown in Fig. 2 are digitized experimental measure­
ments of interacting 50 /xm drops obtained by Guido and Si-
meone (1998). The parameters values (Ca = .135, \ = 1.37) 
and initial conditions used for our numerical simulations match 
the experimental conditions. As the results show, our predic­
tions are in close agreement to the experiment. 

4 Emulsion Flows 

4.1 Concentrated Emulsion in Shear Flow. The steady-
state rheology predicted by our numerical simulations is de­
picted in Figs. 3-5; non-Newtonian behavior is evident. Shear-
and normal-stress contributions of the drops, given by Eq. 
(2.14) are shown in Figs. 3 and 5; the total shear- and normal-
stresses are obtained using (2.16) and (2.18)-(2.19). The ef­
fective shear viscosity, defined by (2.17), is shown in Fig. 4. 

The results depicted in Fig. 3(a) reveal strongly shear-thin­
ning viscosities, particularly at larger volume fractions. Shear 
stresses are sensitive to \ as shown in Fig. 3(b): shear-thinning 
is considerably diminished for \ > 1. For low shear rates at 30 
percent dispersed-phase volume fraction, the emulsion viscosity 
is nearly twice that of the continuous-phase fluid, according to 
the results shown in Fig. 4. Shear thinning increases sharply 
with the dispersed-phase volume fraction. As a result, the effec­
tive viscosity depends weakly on volume fraction at high shear 
rates. 

Normal stresses result from drop deformation and alignment 
in the flow direction. Figure 5 shows that the first normal stress 
difference is large and positive whereas the second normal stress 
difference is small and negative, which is typical of polymeric 
fluids. At the highest volume fractions and shear-rates (capillary 
numbers) shown, the first normal stress difference is compara­
ble to shear stresses in the emulsion. Our results show that 
normal stresses are O(Ca^) for Ca <^ 1, consistent with the 
predictions of small deformation theory (Choi and Schowalter, 
1975). Normal stresses depend weakly on the viscosity ratio, 
as seen in Fig. 5(b). 

Figure 6 shows the anisotropic microstructure predicted by 
our numerical simulations for a concentrated emulsion with 30 

AX2 

D 

Axj 

Fig. 2 Relative trajectory and deformation of drops depicted in 1. (a) 
Cross-flow displacement, (b) drop deformation. Symbols depict experi­
mental measurements of Guido and Simeone (1998). 
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Fig. 4 Effective shear viscosity of a concentrated emulsion, X = 1; ĉ  = 
30 percent (solid curve), <̂  = 20 percent (dashed curve), ^ = \0 percent 
(dashed-dotted curve) 

percent dispersed-phase volume fraction. Viewed in the vortic-
ity direction (6fl), the niicrostructure reveals closely-spaced 
drops elongated in the flow direction; in the flow direction (6&) 
the microstructure is comparatively open and the cross-section 
for collisions thereby reduced. The microstructure shown in Fig. 
6 helps to explain why emulsions are strongly shear thinning 
and have large normal stresses: the reduced collision cross-
section of the drops allows them to glide past each other with 
less resistance; elongation of drops in the flow direction pro­
duces large first normal stress differences. Normal stresses and 
shear thinning increase with </>, as shown in Figs. 3 -5 , because 
of enhanced drop deformation and drop alignment at higher 
volume fractions. 

4.2 Pressure-Driven Flow of a Concentrated Emulsion. 
Here, we describe pressure-driven flow of a monodisperse emul­
sion in a cylindrical tube with radius R> a using the results of 
numerical simulations for shear flow. For laminar unidirectional 
flow, (2.1) reduces to: 
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Ca(r) = rCa„. (4.4) 

Fig. 6 Numerical simulation of an emulsion in shear-flow using 12 equal 
drops; <f> = 30 percent, Ca = 0.3, \ - 1; initially drops are randomly 
located and splierlcal. (a) View of shear-plane (vorticity direction), (b) 
view in flow direction. 

-~(rCa) = 2Ca„, 
r dr 

(4.1) 

where the radial coordinate r is nondimensionalized by R, Ca 
is the dimensionless shear stress (2.16), and 

COy, 
aT„ 

(4.2) 

is a wall-stress capillary number (dimensionless wall stress) 
based on the wall shear stress 7,̂  which is associated with the 
applied pressure gradient G: 

T„. RG. (4.3) 

Using Ca from the numerical simulations presented in Section 
4.1, this result provides an equation for the dimensionless shear-
rate (Ca) which is numerically integrated (enforcing the no-
slip boundary condition at r = 1) to obtain the velocity profile: 

u(r) = 2M(1 - r ' ) + u'{r). (4.5) 

where it is the area-averaged velocity and u' is the deviation 
from a parabolic velocity profile; by definition u' = 0. The 
deviation velocity is depicted in Fig. 7. Blunted velocity profiles 
are clearly seen which is a direct consequence of the shear 
thinning. The results indicate that shear-thinning effects in­
crease with volume fraction, consistent with the results for shear 
flow (cf. Fig. 3(a)) . As a consequence of nonuniform shear 
within the tube, the local shear viscosity varies nonlinearly from 
the maximum zero shear-rate limiting value at the tube center-
line to a minimum value at the wall. Shear-thinning effects are 
more pronounced at high shear-rates because a wider range of 
viscosity occurs within the tube. 
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Integrating (4.1) once (imposing smoothness at r = 0) yields 

Fig. 7 Velocity profiles for pressure-driven flow of a concentrated emul­
sion in a tube, \ == 1 (deviation from parabolic velocity profile is shown), 
(a) ^a = 0.42S; >̂  = 10 percent (dashed-dotted curve), î  = 20 percent 
(dashed curve), 0 = 30 percent (solid curve), (b) <̂  = 30 percent; Ca„ 
= 0.1 (dotted curve), Ca„ = 0.2 (dashed-dotted curve), ̂ a„ = 0.3 (dashed 
curve), Ca„ = 0.4 (solid curve). 
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Ca 
w 

Fig. 8 Apparent viscosity for pressure-driven flow of a concentrated 
emulsion in a tube, X = 1. (̂  = 10 percent (dashed-dotted curve), f̂  = 
20 percent (dashed curve), <j> = 30 percent (solid curve). 

An apparent viscosity is defined: 

where 

A*o 

Mo = 

Mo 

u ' 

4/io 

(4.6) 

(4.7) 

is corresponding average velocity for the pure continuous-phase 
fluid. 

Shear-thinning apparent viscosities are shown in Fig. 8. Com­
paring Figs. 4 and 8, we observe //„ = p for Ca„, Ca -» 0, as 
expected. However, shear thinning effects are reduced in pres­
sure-driven flow as a result of nonuniform shear within the tube. 
The apparent viscosity is an average of the local viscosity in 
the tube; thus, /x„ > /2 at finite shear rates. 

5 Emulsion Microstructure 
Average drop deformation and orientation are shown in Fig. 

9. As the volume fraction increases, drops deform more and 
align more with the flow as the result of direct drop interactions 
as seen in Fig. 6. Drop deformation and orientation are presented 
in Fig. 10 as functions of the effective capillary number Ca. The 
results show that the dependence of emulsion microstructure on 
volume fraction is approximately correlated by the effective 
capillary number. This finding indicates that normal stress dif­
ferences do not significantly promote drop stretching and align­
ment. 

Our simulations predict drop breakup for Ca > Cac, where 
Cac is the critical capillary number, given by the terminal values 
shown in Figs. 9-10. The correlation of emulsion microstruc­
ture by Ca seen in Fig. 10 suggests that drop breakup may 
correlate with the critical effective capillary number Coc, de­
fined by (2.16). As anticipated, the results depicted in Fig. II 
indicate that Ca^ is approximately independent of the dispersed-
phase volume fraction in the range <l> ^ 30 percent. 

For pressure-driven emulsion flow, drop breakup first occurs 
adjacent to the tube wall at r = 1, where the shear rate (shear 
stress) is highest. Drop breakup in pressure-driven flow occurs 
for Ca„ > Cttc- The critical pressure gradient is given by (4.2) -
(4.3) and the results in Fig. 11. 

5.1 Effective Mean-Field Model. The results shown in 
Figs. 10-11 suggest an effective mean-field model of micro-
structural drop dynamics in terms of isolated drops embedded 
in a Newtonian fluid with viscosity p. 

The shear and normal stress contributions of the drops are 
shown as functions of the effective capillary number in Fig. 12 
for \ = 1. The results indicate that E' ' (Ca) =̂  i : ' ' ' ' (Ca) , where 
S' '° are the stress contributions for an isolated drop. This obser­
vation suggests the following approximation of (2.16), (2 .18) -
(2.19): 

Ca = Ca + .^Sfi^Cfl). 

N, = <i>Nl-\Ca), 

N2 = (i>N'2'\Ca), 

(5.1) 

(5.2) 

(5.3) 

where "Llf, iVf'", and A Ĵ'" are calculated once from a single-
drop calculation. 

Shear stresses predicted by the effective mean-field model 
are compared to the results from numerical simulations in Fig. 
13 for <̂  = 10 percent. Worse agreement is obtained at larger 
volume fractions. Evidently, the mean-field model predicts drop 
deformation and breakup (Figs. 10-11) more accurately than 
the stress contributions of the drops. 

The mean-field model reliably predicts drop deformation and 
breakup for volume fractions up to 30 percent provided that the 
shear stress is obtained from experiment (or numerical simula­
tion) rather than the model. The mean-field model provides 
only an estimate of the rheology. The failure of the mean-
field model to accurately predict emulsion rheology is partly 
explained by the observation that S depends on interface curva­
ture according to (2.14), which is a more sensitive measure of 
drop shape than length and orientation angle. 

The results shown in Fig. 11 indicate that the critical effective 
capillary number depends only weakly on viscosity ratio for 
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Fig. 10 Same as Fig. 9 but shown as functions of effective capillary 
number 

0.2 s: \ s 2. Drop dynamics in shear flow are expected to be 
sensitive to viscosity ratio for X. » \c(<^), where kdej)) is the 
critical viscosity ratio for which Ca,. ->». For an isolated drop, 
X.,(0) f« 3 - 4 (Grace, 1982, Kennedy et al., 1994). Critical 
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Fig. 12 Stress contributions of drops versus effective capillary number: 
(a) shear stress, (b) normal stresses; \ = ^•, (ft = 0 (dotted curve), <j> = 
10 percent (dashed-dotted curve), ĉ  =: 20 percent (dashed curve), <f> = 
30 percent (solid curve). 
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Fig. 13 Shear-stress contribution of drops, (̂  = 10 percent; A. = 0.2 
(dotted curves), \ = 1 (solid curves), \ = 2 (dashed curves). Numerical 
simulation (thick curves), model predictions (thin curves). 
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viscosities for concentrated emulsions are unknown; most likely 
\c increases with volume fraction. 

For \ «i K(<P), the foregoing mean-field model can be ex­
tended by using an effective viscosity ratio X: 

\fl = \fJ,o, (5.4) 

where /.t is defined by (2.17). Accordingly, \ decreases with (p 
and the critical viscosity ratio 

increases with </>, as anticipated. 

Mo 
(5.5) 

6 Concluding Remarks 
Numerical simulations, based on the boundary integral 

method, have been used to describe shear- and pressure-driven 
emulsion flows. Numerical predictions for deformable drops 
interacting in shear flow are in close agreement with experimen­
tal measurements. Scaling arguments and numerical calcula­
tions show that the lubrication resistance between deformable 
drops prevents coalescence in the absence of van der Waals 
attraction. 

Numerical results for concentrated emulsions in shear flow 
reveal non-Newtonian features including shear-thinning and 
nonzero normal stress differences. Pressure-driven flow of a 
concentrated emulsion in a tube was described using the effec­
tive stress tensor computed from simulations of shear flow. 
Shear-thinning emulsion viscosities are manifest by blunted ve­
locity profiles and shear-thinning apparent viscosities. Beyond 
a critical pressure gradient, drop breakup is predicted to occur 
adjacent to the tube wall. The critical pressure gradient is ap­
proximately independent of the dispersed-phase volume frac­
tion. 

For dispersed-phase volume fractions up to 30 percent, the 
effective mean-field model provides predictions of drop breakup 
using single-drop calculations and shear viscosities obtained by 
experiment. Using only single-drop calculations, the mean-field 
model provides an estimate of emulsion rheology. An extension 
of the model for near-critical drop viscosities has been proposed 
but not tested. 
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A P P E N D I X A 

Stability Against Coalescence 
A thin film with thickness h and lateral extent d > h forms 

between drops that are pressed together in the compressional 
quadrant of a shear-flow by a viscous force 

Moya (A.l) 

For spherical drops, the lubrication resistance scales as (Davis 
et al., 1989): 

(A.2) F/, ~ XfLjiawlh, 

where V/i/a < \ < -^alh. By integrating the force balance F„ 
~ Fi , we find 

u I ,,„ . \2 
(A.3) 

where h^ is the initial gap width. The result indicates that spheri-
cal drops undergo coalescence on the time scale yx ~ \Wala 
without the help of van der Waals attraction. 

A scaling argument helps to explain why drop deformation 
inhibits coalescence. For Ca = 0 ( 1 ) , the lateral extent of the 
near-contact region is 

d ~ a. 

In the following, we shall assume 

{hiaf < \ < a/h. 

(A.4) 

(A.5) 

For finite \ this condition is satisfied for h/a -> 0. 
The local velocity in the near-contact region between two 

deformable drops is 

= Up + U,, (A.6) 

where u, is the tangential velocity on the drop interfaces associ­
ated with a plug-flow velocity profile and 

Aph^ 

Mo d 
(A.7) 

is the parabolic pressure-driven flow, where the lubrication pres­
sure balances the viscous force (9.1) thus. 

Ap ~ fiayialdY. (A.8) 

In the absence of Marangoni stresses, the tangential stress is 
continuous across the drop interface thus. 

fioUp/h ~ iJ,o\u,ld. (A.9) 

By continuity, 
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file:///Wala


-(Up + u,)ld. 

which, with Eqs. (9.5) and (9.9), reduces to 

h 
h 

it 
\h 

Then by inserting Eqs. (9.7)-(9.8) and (9.4) yields 

yh 

(A.10) 

(A.11) 

(A.12) 

therefore proportional to the drop viscosity X/Lio- (The lubrica­
tion resistance is proportional to /xo for X. > a/h.) 

Upon integration, Eq. (9.12) predicts slow algebraic film 
drainage: 

h 

a yt 
(A.13) 

For X, in the range given by (9.5), flow in the near-contact 
region is dominated by the plug-flow velocity «,; the lubrication 
resistance is dominated by the flow inside the drops and is 

In contrast to spherical drops, van der Waals attraction is re­
quired for coalescence. Drop deformation stabilizes drops 
against coalescence. 

The foregoing scaling analysis assumes yt = 0(1), which 
is the time scale for drop interactions in shear flow. At long-
times yt> I, internal circulation arrests the near-contact motion 
between drops with clean interfaces and prevents coalescence 
(Papadopoulos, Blawzdziewicz and Loewenberg, 1996). 
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Pipeline Lealc Detection by 
Impulse Response Extraction 
A system's response to an impulse can be used to detect and diagnose abnormalities. 
The impulse response can be extracted by using cross-correlations between a low 
amplitude pseudo random binary disturbance input and the system's output. This fact 
is applied to pipeline hydraulics as a means of real-time non-interruptive integrity 
monitoring. A method of generating the pseudo random binary disturbance is pro­
posed. The extraction of a pipeline's impulse response with the presence of noise is 
investigated. The features of the response of an intact pipeline and characteristic 
changes in the impulse response as a result of a leak are established. The feasibility 
of using impulse response to detect and to locate a leak in real-time is demonstrated. 

1 Introduction 
Many cross-country pipelines are monitored remotely by in­

terfacing monitoring logics with real-time data through a super­
visory control and data acquisition system (SCADA). The ef­
fectiveness of such technology is hampered by data noise (Liou, 
1993, 1995). Reliable software-based leak detection methodol­
ogy is vital to the oil and petroleum product transportation 
industry (Mears, 1993). 

The dynamic characteristics of a mechanical system may be 
evaluated by examining the system's response to an impulse. 
The response characterized with a system known to be normal 
can be compared with the system's response obtained later on. 
A departure signifies abnormality. 

The direct implementation is to impose an impulse and then 
monitor the system's response. However, such an approach is 
seldom used because the amplitude of the imposed pulse must 
be small to avoid overloading and interference. As a result, 
the system's response function is masked by noise. Noise-level 
pseudo random binary signals can be used to extract a system's 
impulse response by a cross-correlation method. This method 
eliminates the concerns stated above, and has been used to test 
many systems (Balcomb et al., 1961; Li et al., 1994; Dellabetta, 
1995). However, this method has not been used for monitoring 
pipeline integrity. This paper explores the feasibility of such an 
approach for real-time pipeline leak detection. 

2 Pseudo-Random Binary Signals 
A pseudo random binary signal (p.r.b.s) sequence can be 

generated from a shift register. A n-stage shift register is a 
device consisting of n consecutive binary memories, a clock, 
and a Boolean feedback logic. Initially, the 1st to the «th stage 
memories are filled with O's and I's in an arbitrary order except 
that not all of them are zero. The content of the first stage is 
the desired signal at the current time. The contents of some of 
the memories are used by the feedback loop to compute a value 
(1 or 0). At the beat of the clock, this value enters the n-th 
stage memory and pushes the content of each of the remaining 
memories down by one stage. This process is repeated indefi­
nitely. The feedback logic can be chosen such that the pattern 
of O's and I's repeats itself after p = 2" - 1 digits, where p is 
the period of the sequence. All the zeros in the sequence are 
then replaced by - 1 . Columb (1964) gives a general description 
about p.r.b.s sequences. Specific feedback logic for one to 
twenty-stage shift registers can be found in Baumert (1964). 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING . Manuscript received by the Fluids Engineering Division 
September 30, 1997; revised manuscript received April 21,1998. Associate Tech­
nical Editor: D. P. Telionis. 

As an example, consider a signal sequence generated by a 4-
stage shift register. The feedback logic is a parity check on the 
contents of the first and second stage memories (1 when the 
sum is odd and 0 when the sum is even). The starting values 
from stage 4 to stage 1 are (1 , 0, 0, 0) . The resulting sequence 
for one period is (0, 0, 0, 1, 0, 0, 1, 1, 0, 1, 0, 1, 1, 1, 1). 
Replacing 0 by - a and 1 by a, a binary sequence Z with a 
half amplitude of a is established. Since the sequence repeats 
itself, it can be regarded as infinitely long. Figure 1 shows this 
binary sequence and its autocorrelation computed from 

1 '' 

p J~l 
(1) 

where Z is the p.r.b.s. sequence and Riz is its autocorrelation. 
It is seen that the autocorrelation is a train of triangular pluses 
with a peak value of a^, an offset of -a^lp, and a period of 
p. For a fixed a, a fixed time period, and a large n (equivalent 
to a small time step between clock beats), the offset and the 
base of the triangular pluses diminish, thus each period of the 
autocorrelation function of a p.r.b.s sequence approximates a 
Dirac delta function S^L, — 6) which is zero everywhere except 
at C, = 0, where it is undefined, and yet 

/ : 
F(OS{t^ - 9)dt^ = Fid) (2) 

for any continuous function F(6). Further discussions on this 
important property of the autocorrelation function of p.r.b.s se­
quences can be found in Eykhoff (1974). In this paper, Z is a 
sequence of random pressure head noise imposed at one end of 
a pipe. The function F is the pressure head impulse response 
at a given point along the pipe. 

3 Impulse Response and Cross-Correlation 

A well-known theory of linear systems states that when a 
wide-band signal is applied to the system input, the cross-corre­
lation of this signal with the output is proportional to the impulse 
response of the system (Beauchamp and Yuan, 1979; Newland, 
1975; Takahashi et al., 1972). This theory is briefly reviewed 
herein in the context of p.r.b.s. and the present application. 

Let t be time. Suppose a linear system is excited by two 
inputs: a normal system input/-(O and a disturbance or noise 
fait). Let the system output be/„(?) and the response of the 
system to a unit impulse at time zero be G(f)- It can be shown 
(Newland, 1975) that 

I / „(0= G(enf(t-e)+f,(t-d)]de (3) 

where 6 is the elapse time between the imposition of the impulse 
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Fig. 1 Example binary signal and Its autocorrelation [n = A and p = 15) 

and the instant its result is being calculated. In the present 
application, the system is a pipeline, fi{t) is the head at one 
end or the boundary of the pipe, /^(r) is a noise imposed on 
fi{t), and/„(0 is the head at an interior point of the pipe. G{t) 
is the impulse response function of the pipe at the interior 
point. /(?). /<;(0. and/„(0 have a dimension of length. G{t) 
is dimensionless. The interior head (the output) responds to 
changes in the boundary head (the input) as the changes at the 
boundary propagate toward the pipe interior. 

Let Rdol^) be the cross-correlation between the noise/^(f) 
and the interior head/„(;) so that 

/?.„(Q = lim i [Ut)Ut + Qdt (4) 

= E[Mt)Mt + 0] 
where E[ ] denotes the expected averaged value of the quan­
tity in the square brackets. Substituting Eq. (3) into Eq. (4) 
and rearranging, 

R,oiO = f G(d)E[fAt)fAt + C - e)]de 
J ~IX> 

+ f G(9)EiMt)f,(t + !^-e)de (5) 
J -00 

or 

R.,o(0 

[. !. G{e)R,,{^ - e)de + G(e)«,,(C - e)d6 (6) 

Thus the cross-correlation between the noise and the interior 
head depends on the autocorrelation of the noise and the cross-
correlation between the noise and the boundary head. 

When noise is generated from a p.r.b.s sequence with its 
autocorrelation R^i^ -9) approaching a delta function, Eq. 
(2) is applied to Eq. (6) to obtain 

I R,AQ = a 'G(C) + G(e)if,,(C - Q)de (7) 
V —oo 

Furthermore, since the boundary head / ( f ) and its noise/;(?) 
are independent and uncorrected, 

/?,,(C - S) = 0 (8) 

thus the second term on the right side of Eq. (7) is zero. There­
fore, the cross-correlation between the noise and the interior 
head equals the product of the square of the half-amplitude of 

the p.r.b.s. noise sequence and the impulse response function 
of the pipe at the interior point. 

Let Zj be the p.r.b.s noise sequence with) = 1 to p , and Yj 
the time series of the interior head with ; = 1 to Â . The digital 
approximation of the first m + I cross-correlation between Z 
and Y is (Beauchamp and Yuan, 1979; Diggle, 1990) 

1 "-' 
Rio, = - I ZjYj^i i = 0, 1, . . . m (9) 

N is related to the time period T in Eq. 4 and the time step dt 
of the shift register clock by T = Ndt. As explained later, dt is 
also the time step used in simulating the transient hydraulics in 
the pipe. The size of T varies. If one is interested in the impulse 
response of a portion of a very long pipeline where reflections 
need not be considered, then a small T is sufficient. When a 
dead-ended pipe is considered where reflections are dominant, 
then T needs to cover the time span over which the response 
to an impulse is sufficiently damped out. 

4 Modeling of Small-Amplitude Transient Pipe 
Flows 

The state of flow in a pipeline segment is governed by a pair 
of simplified equations of motion and continuity (Wylie and 
Streeter, 1993): 

m 
dx 

, 1 a g , fQ\Q\ 

gA dt 2gDA^ 

dt gA dx 

= 0 (10) 

(11) 

where H = head, Q = flow, g = gravitational acceleration, A 
= pipe cross-sectional area, a = water hammer wave speed, / 
= Darcy-Weisbach friction factor, x = distance, and t = time. 

Equations (10) and (11) are linearized around a mean state 
for small head and flow disturbances as 

dh 1 
dx gA dt 

dq ^gAdh^^ 

(12) 

(13) 

where h = head disturbance from a localmean head H, q 
flow disturbance from a local mean flow Q 

H 

and/? 

h = H-H, q^Q-Q 

linearized resistance per unit length of pipe, 

fQ 
R = 

gDA' 

(14) 

(15) 

Equations (12) and (13) can be transformed into a pair of 
ordinary differential equations in the distance-time plane (x -
t plane) by the method of characteristics. 

dh a dq „ „ , 
—- -t- + aRq = 0 along 
dt gA dt ^ ^ 

- aRq = 0 along 
dt gA dt ^ 

dx 

'dt 

dx _ 

7t " 

(16) 

(17) 

The pipeline segment can be a portion of a larger pipeline 
network with its ends connected to pumps, valves, pipe junc­
tions, or reservoirs. All these boundary conditions can be readily 
modeled (see Wylie and Streeter, 1993). For the purpose of 
demonstrating the concept of using impulse response extraction 
for leak detection, it is sufficient to consider a constant head 
reservoir at the inlet and a valve at the outlet. For such a system, 
the upstream boundary condition is 
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/j = 0 (18) Ah ait 

At the downstream boundary, small excursions of the valve 
opening around a mean position are modeled by a linearized 
valve equation 

2H, 
h-{l -T)Q, (19) 

where T indicates valve opening and has a value of unity at the 
mean position. Q^ and Hi are the mean flow and head at the 
valve when T = 1. The excursions generate a sequence of 
pseudo-random head disturbances which are discussed later. 

A leak flowing through an opening in the pipe wall can be 
simulated as an orifice flow with 

Q, = ( Q A ) , ^ / 2 ^ (20) 

where (QA); is the product of the discharge coefficient and the 
area of the opening. After linearizing. 

9/ ^ h 
2H, 

(21) 

where qi = fluctuation in the leak flow, g, = mean leak flow 
rate, and Hi = mean head inside the pipe at the leak location. 

The governing equations and the boundary conditions form 
the basis of a numerical model. The pipeline is divided into a 
number of equal-length computational sections. Head and flow 
disturbances are computed at the nodes between sections. The 
computed head disturbances at the nodes are treated as the 
"measured" head disturbances along the pipeline. 

5 Impulse Response of Pipelines 

As a distributed mass system, a pipeline's response to a head 
impulse is location dependent. At a given location, the response 
is a series of head and flow pulses with diminishing peaks over 
time. The magnitude and the sign of the pulses depend on how 
and to what extent the pulses are reflected from the ends, and 
on the attenuation due to frictional resistance to flow. Example 
responses of capped and, separately, infinitely long pipes can 
be found in Liou (1996). 

Two features of the head response are useful for leak detec­
tion. First, as a head pulse propagates toward a leak, the trans­
mitted pulse beyond the leak location has a reduced amplitude. 
This fact can be established by applying Eq. (16) along charac­
teristics 1 and 3 and Eq. (17) along the characteristic 2 in Fig. 
2, assuming no friction. In this figure dx and dt are the length 
of a computational section and the size of a time step, respec­
tively. The result is 

_h_ 

Ah 

1 

1 -I-
aQi_ 

^gAH, 

(22) 

where A/i is the amplitude of the pulse approaching the leak 
and h is the head disturbance at and beyond the leak location. 
It is seen that the pulse is diminished more significantly when 
the leak is large or when the head is low. The sensitivity of 
pulse attenuation due to a leak is discussed later. 

Secondly, the resistance term Rq in Eq. (12) resembles vis­
cous damping in the sense that resistance is proportional to 
velocity (flow disturbance in this case). As a result, the peaks 
decay exponentially over time and distance. When a leak exists, 
the rate of decay will be different between pipe segments up­
stream and downstream of the leak. This difference is dis-
cernable by the slope change of the peak envelope in the natural 
log of the head pulse In {h) versus distance plot. 

The friction-caused attenuation can be separated from the 
leak-caused attenuation by plotting the \n{h) against distance. 
Any leak will cause a discontinuous downward shift of the 

hatt + dt 

A 

t + dt 

t-dt 

\ / \ 2 

/ y 

x-dx JC+<fc 

Fig. 2 Propagation and leak-induced attenuation of a head disturbance 
A/7. Tlie x-t plane shows the characteristics along which Eq. (21) is 
applied. 

peak envelope for the portion of the pipeline that "felt" the 
attenuated pulse. Knowing the location (needed to determine 
Hi) and the magnitude of /i/A/i from the peak versus distance 
plot, the size of the leak Q/ can be estimated from Eq. (22). 
Should multiple leaks exist, the attenuation of each one can 
be calculated from Eq. (22). Associated with each leak is a 
discontinuity in the In (/i) versus distance plot. 

6 Generation of Pseudo-Random Binary Head Dis­
turbances 

For a pipeline segment upstream from a valve, a sequence 
of desired pseudo random pressure head pulses at the valve can 
be generated by modulating the valve. Suppose that the flow, 
fed by a constant head reservoir, is at a steady state and no leak 
exists. The normal and thus anticipated conditions are a uniform 
flow Q and a head profile that varies linearly from /?,. at the 
reservoir to H^ at the outlet. EL equals H, less the frictional 
head loss along the pipeline. Consider a succession of time 
steps over which a head disturbance is added to H^. This head 
disturbance comes from a p.r.b.s sequence. Responding to the 
imposed head disturbance, flow disturbance at the valve can be 
computed from Eq. (16). The valve r that corresponds to the 
imposed head disturbance and the computed flow disturbance 
at the valve is solved from Eq. (19). At the next step, Eq. (16) 
is used again with the head disturbance next in the binary queue 
to find a new flow disturbance at the valve. A new valve T can 
then be computed. By repeating this process, a sequence of r 
values is established that defines the valve modulation. 

Note that the pipeline's reaction to the imposed head distur­
bance influences the determination of T. Therefore, the valve 
modulation is specific to the boundary and the flow conditions. 
When any of these change, the valve modulation must be rees­
tablished. 

7 Noise Added by the SCADA System 
There are two kinds of noise: noise in the boundary head 

fi(t) and noise n{t) added to the interior head / , (0 - For the 
former, Eq. (8) applies. 

The second kind of noise comes from the SCADA system 
where local pressures are measured and digitized by remote 
terminal units. The data are usually sent to the control center 
on a report-by-exception basis where new data is sent only 
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when it differs from the previous value by a specified dead 
band. At the control center, past data is assumed current unless 
new data is received. Because of the dead band and rounding 
used in data communication, the pressure traces at the control 
center resemble the kind of multi-level random sequence that 
can be generated by the procedure given in Newland (1975). 

The noise n(f) is added so that at each pressure measurement 
location 

I / „ ( 0 = Gi9)[fi(t - e) + fAt - d)]de + n{t) (23) 

The cross-correlation between/;(0 and/„(f) now becomes 

R,„(0 = a'G(0 + E[fAt)nit + Q ] (24) 

Thus, the cross-correlation of the boundary head noise with the 
interior head may no longer be proportional to the pipeline's 
impulse response. However, since fj(t) and n(t) are indepen­
dent random processes, the expected value of the cross-correla­
tion between them (i.e., E[fa(t)n{t + Q ] for all C, is zero. 

Therefore, with the added noise, R^olQ is still expected to 
be proportional to the pipeline's impulse response but only in 
a statistical sense. In practice, only samples of E[fAt)fi(t + 
C,)] and E[fAt)n{t -f- Q ] can be obtained. Individual samples 
of these cross-correlations may not be zero. Consequently, the 
impulse response needs to be extracted many times and aver­
aged to minimize the effect of noise. 

8 Advantage of the Cross-Correlation Approach 
In theory, one can impose a noise-level head pulse at the valve 

end and monitor its propagation. The measured head traces are 
the pipeline's impulse response. When data noise is present, 
one can simply repeat this process many times and average out 
the noise. So, what is the advantage of the cross-correlation 
approach over this straightforward approach? 

The advantage is that the effect of noise is smaller and can 
be controlled in the cross-correlation approach. As a result, 
far fewer number of impulse responses are needed. This is 
demonstrated by an example. Suppose the data noise is a ran­
dom five-level signal sequence generated by averaging the cur­
rent and the previous three consecutive random numbers in a 
queue of random numbers with values of 1 or - 1 m. The 
resulting five levels are - 1 , -0 .5 , 0, 0.5, and 1 m. Also suppose 
that the 8-stage p.r.b.s sequence with a = 1 m is used to extract 
the impulse response of the system. Since the "signal" to be 
extracted is the impulse response with h{Q) = 1, the magnitude 
of the "noise" relative to the signal strength is simply 
E[fd{t)nit + 0 ] / a ^ according to Eq. (24). Regard this quan­
tity as a scaled noise, which is plotted together with the 5-level 
noise sequence in the top portion of Fig. 3. Their cumulative 
averages are shown in the bottom portion of Fig. 3. It is seen 
that, by cross-correlating the p.r.b.s sequence with the noise, 
the effect of the noise is significantly reduced. Furthermore, Eq. 
(24) indicates that the impulse response is magnified by a^ 
while E[fAt)n(t + C,)] is only proportional to a. Thus when 
the system can tolerate a stronger p.r.b.s, the effect of the addi­
tive data noise can be reduced further by using a greater a. 

9 Leak Detection Rationale 
In leak detection, it is only necessary to extract the impulse 

response for the time span during which the "imaginary" unit 
head pulse propagates from the valve toward the reservoir. 
Hence only a small number (m in Eq. (9)) of cross-correlations 
need to be computed. If the boundary conditions and the flow 
conditions are the same as those expected (i.e., the same as 
those used in establishing the valve modulation) and if no leak 
exists, then the envelope of the peaks of the extracted impulse 
response should be a straight line on the In (h) versus distance 
plot. If the envelope of the peaks is not as expected (i.e., not 
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Fig. 3 A sample showing tlie reduced noise effect and faster conver­
gence to zero when correlated with a p.r.b.s 

a straight line), then a leak or leaks may be suspected. Further­
more, if a discontinuous downward shift in h appears in the 
plot, and the line segments exhibit different slopes, then a leak 
must exist. Statistical methods can be applied to discern the 
discontinuity and the slope change and the results will be the 
basis for leak alarm. 

10 Application Example 
Consider a 30 cm inside diameter pipeline with a length of 

20,000 m. Let Q = 0.1 mVs, Hr = 200 m, and a = 1070 m/s. 
The pipe has a relative roughness of 0.00017, from which / 
= 0.022 and H^ = 49.3 m. The pipeline is divided into 10 
computational sections resulting in a computational time step 
size of 1.869 s. 

Numerical experimentations were carried out to determine 
the needed period of the p.r.b.s sequence p and the time period 
7" (or TV in Eq. (9)) over which cross-correlations should be 
carried out. A 4-stage shift register with a parity check on the 
first and second stages, a 6-stage shift register with a parity 
check on the first and second stages, and an 8-stage shift register 
with parity checks on the first, second, sixth, and seventh stages 
were used. The half amplitude of the imposed head disturbance, 
used in establishing the valve modulation, is 1 m. An A'equaling 
to 2p was used for all cases. The results in terms of the envelope 
of the natural log of the peaks of the head disturbance propagat­
ing from the valve (node I I ) to the reservoir (node 1) are 
shown in Fig. 4. Progressively better results were obtained with 
more stages. The result of the 8-stage register was compared 
with head disturbance propagation calculated directly and the 
discrepancies were less than 0.5 percent. Thus, the 8-stage 
p.r.b.s sequence was chosen. 

A portion of the p.r.b.s sequence and the corresponding valve 
modulation are shown in Fig. 5. Note that there are no large 
valve excursions and the head disturbances at the valve always 
switches between 1 and - 1 m. Therefore, there is no significant 
interference to the flow condition, a feature important in real­
time leak detection. 

The time histories of the extracted head disturbances when 
there is no leak are shown in Fig. 6 as dotted lines. The response 
at each node is a series of pulses with an alternating sign and 
diminishing amplitude. Right at the valve (node 11), the ex­
tracted peak response is 1 m, equaling the peak of the imaginary 
impulse imposed there. Collectively, the local responses indi­
cate the propagation of a pulse from the valve toward the reser-
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Fig. 4 Extracted head response with 4-, 6-, and S-stage shift registers 
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Fig. 5 The beginning portion of the 8-stage binary head signai and the 
corresponding valve modulation 

Fig. 6 Extracted head response to an imaginary 1 meter pulse imposed 
at the valve at time zero 

voir and the reflection from the reservoir toward the valve. 
Frictional resistance and the associated line pack cause the 
peaks to attenuate over distance and time. The exponential de­
cay of the peaks is evident. 

Suppose that, unknown to the pipeline operator, a 10 percent 
leak (i.e., 0.01 m-'/s) has developed at the mid-length of the 
pipeline (node 6) . With the same boundary conditions, the 
flow leaving the reservoir is now greater (0.1062 versus 0.1000 
m^/s) and the flow exiting the valve is now less (0.0962 versus 
0.1000 mVs). The head at the valve is slightly reduced (45.7 
versus 49.3 m). The extracted response using the valve modula­
tion established previously will be different from the expected 
or no-leak response. In fact, the extracted response is only an 
approximation. This is because prior knowledge of the leak 
location and the leak flow rate are required to establish the 
correct impulse response. However, such prior knowledge is 
impossible to obtain. The extracted response when the leak is 
present is shown as solid lines in Fig. 6. It is seen that the peaks 
are lower than those associated with the intact pipeline. The 
exponential decay of the peaks is still evident. 

The effect of the leak stands out better when the envelope 
of the natural log of the peak head disturbances is plotted against 
distance as dotted lines in Fig. 7. The line segment from node 
II to node 7 is extended beyond node 6 to demonstrate the 
discontinuous downward shift caused by the leak at node 6. 
Also noticeable is that the slope for the peak envelope from 
node 2 to node 6 is greater than that from node 7 to node 11. 
The greater mean flow upstream from the leak caused greater 
attenuation (see Eq. (12)) and hence the greater slope. 

The effect of noise is investigated by adding a 5-level random 
noise sequence (described above) to each of the ten "mea­
sured" head disturbances. Ten sets of noise sequences were 
used and the results are shown by the symbols in Fig. 7. The 
average of the noisy results is indicated by the two solid line 
segments. There is considerable scatter in the noisy results and 
their average does not quite follow the dotted lines of the zero-
noise case. Clearly, more impulse responses need to be extracted 
and averaged. Alternatively, a larger a can be used to reduce 
the effect of noise. This is demonstrated in Fig. 8 where a was 
increased from 1 to 2 m while the remaining data remained the 
same. As a result, the scatters were reduced by half and the 
averages closely followed the dotted lines associated with the 
zero-noise case. 

11 Discussion 

As long as it is not interfering with a pipeline's normal opera­
tion, the half amplitude a of the p.r.b.s sequence can be in­
creased to minimize the effect of additive data noise. In the 
above example, a = 1 m corresponds to a noise-level p.r.b.s 
sequence. Since the level of head noise is usually much smaller 
than the head in a typical pipeline, a a many times greater than 
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Fig. 8 Extracted head disturbances with and without data noise (p.r.b.s 
half amplitude a = 2m) 

the noise amplitude may be used. Hence the effect of additive 
data noise can be controlled to an acceptable level. 

How sensitive is the leak induced attenuation of a head pulse? 
From Eqs. (20) and (22), it can be shown that 

1 -
h 

Ah 2hgH, A 
(25) 

{CA), 
+ 1 

This equation is graphed in Fig. 9. The fractional attenuation 
of a head pulse due to a leak is indicated by 1 — hi Ah. The 
size of the leak opening relative to the cross-sectional area of the 
pipe and the leak opening's resistance to flow are represented by 
the (CrfA)(/A along the abscissa. The fractional attenuation is 
more sensitive to the size of the leak opening when the mean 
head at the leak is smaller. For a fixed leak opening, the frac­
tional attenuation becomes progressively greater as the mean 
head at the leak becomes smaller. To give a perspective, the 
point representing the conditions of the previous example is 
indicated in the figure. 

Since the fractional attenuation approaches zero for a leak 
through a very small opening in a high head system, such a 
leak may not be detectable by the proposed method. However, 

0.12 

1 — ' " T — 1 r 

0.000 0.001 0.002 0.003 0.004 0.005 

(CaA)ilA 

Fig. 9 Sensitivity of fractional attenuation of a head pulse caused by a 
leak (wave speed a = 1070 m/s) 

different methodologies may be used for different size leaks 
(Mear, 1993). For detecting moderate-sized leaks, the proposed 
method offers two advantages over the common mass balance 
method (Liou, 1993). First, this new method does not require 
mass flow measurements at both ends of the pipeline. Such 
measurements are very expensive and can be physically difficult 
to implement on existing pipelines. Secondly, the proposed 
method can detect and locate one or more leaks. The method 
uses a logic different and independent from those currently in 
use. When used in conjunction with an existing leak detection 
system, the frequency of false alarms can be reduced. 

12 Summary and Conclusion 
When a wide-band disturbance signal is applied to the input 

of a linear system, the cross-correlation of this signal with the 
system's output is proportional to the impulse response of the 
system. Based on this fact and using a pseudo random binary 
signal to approximate the wide-band noise, a method to extract 
the impulse response of a pipeline under steady state conditions 
is proposed. Because the amplitude of the signal can be at the 
noise level, the impulse response can be extracted in real time 
without interfering pipeline operation. Since the impulse re­
sponse is characteristic of the hydraulics of the pipeline, it pro­
vides a basis for real-time pipeline leak detection. 

A method for generating pseudo random binary head signals, 
an explanation of their usefulness in impulse response extrac­
tion, and the theory on impulse response extraction by cross-
correlation are briefly discussed. Small-amplitude transient pipe 
flows are then modeled numerically to generate surrogate "mea­
sured" head data. The impulse response to a unit head pulse, 
with and without a leak, is explained and the leak detection 
rationale established. Using valve modulation to generate the 
pseudo random binary head disturbances is proposed. The ad­
verse effect of additive data noise and how to minimize it are 
investigated. An application example is given to show how the 
proposed approach can work. 
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Thermoelectrically Driven Melt 
Motion During Floating Zone 
Crystal Growth With an Axial 
Magnetic Field 
During semiconductor crystal growth with an externally applied magnetic field, ther­
moelectric currents may drive a melt circulation which affects the properties of the 
crystal. This paper treats a model problem for a floating zone process with a uniform 
axial magnetic field, with planar solid-liquid interfaces, with a cylindrical free sur­
face, with a parabolic temperature variation along the crystal-melt interface, and 
with an isothermal feed rod-melt interface. The ratio of the electrical conductivities 
of the liquid and solid is a key parameter. The azimuthal velocity is much larger 
than the radial or axial velocity. There is radially outward flow near the crystal-melt 
interface which should be beneficial for the mass transport of dopants and species. 

Introduction 
In the floating zone process, a small zone of liquid is held 

by surface tension between the melting end of a cylindrical feed 
rod and the growing end of a coaxial cylindrical single crystal. 
An advantage of this process is that there is no contamination 
from a crucible or ampoule. A disadvantage is that the tempera­
ture variation along the free surface drives a thermocapillary 
convection which is almost always unsteady without a magnetic 
field. Unsteady melt motions produce fluctuations in the crystal 
growth rate which result in undesirable dislocations and stria-
tions in the crystal. Striations are spatial oscillations in the 
crystal's concentration of elements or dopants which are added 
to give the crystal the desired electrical or optical properties. 

Most molten semiconductors are good electrical conductors, 
so that the application of a magnetic field with a magnetic flux 
density. Bo, as low as 0.5 T can reduce the magnitude and radial 
extent of the unsteady thermocapillary convection. Thus, the 
residual striations are weaker and are confined to a peripheral 
part of the crystal (Robertson and O'Connor, 1986; Croll et al., 
1994). Morthland and Walker (1998) have shown that a 
stronger magnetic field should eliminate all unsteadiness in the 
thermocapillary convection. Recently, Cr511 et al. (1998) found 
a band of regularly spaced striations in the crystals grown in a 
strong magnetic field with B„ = 3.0 T. Croll et al. speculate 
that these unexpected striations might be associated with the 
azimuthal melt motion driven by thermoelectric currents. 

Since the values of the absolute thermoelectric power for the 
solid and liquid, 5, and S, respectively, are quite different for 
most semiconductors, a radial temperature variation along the 
crystal-melt interface would drive a meridional (radial and 
axial) circulation of thermoelectric currents through the crystal, 
melt and the feed rod. For example, pure silicon may have a 
temperature variation of several degrees along the crystal-melt 
interface due to the differences between the faceted growth 
near the centerline and the atomically rough growth near the 
periphery (Croll et al., 1998). Thermoelectric effects may even 
play a more important role in the growth of alloyed semiconduc­
tors, such as five percent silicon and ninety-five percent germa­
nium, because a larger temperature variation occurs at the crys-
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tal-melt interface due to the compositional dependence of the 
solidification temperature. The radial thermoelectric current in­
teracts with the externally applied axial magnetic field to drive 
an important melt motion, which is known as the thermoelectric 
magnetohydrodynamic (TEMHD) flow. 

Shercliff (1979) presented the first and most complete discus­
sion of TEMHD flows for the liquid-metal coolants in fusion 
reactors. The TEMHD effects during bulk crystal growth with 
an applied magnetic field were first studied by Gorbunov (1987) 
and Gel'fgat and Gorbunov (1989). Moreau et al. (1993) 
showed that the application of a magnetic field results in strong 
TEMHD flows around the dendrites during the dendritic solidi­
fication of metallic alloys. Khine and Walker (1997, 1998) 
presented numerical and asymptotic results for the TEMHD 
flow in a vertical Bridgman crystal growth process with an 
applied axial magnetic field. The TEMHD flows for the Bridg­
man and floating-zone processes are different. In the Bridgman 
process, the melt boundary which is parallel to the crystal-melt 
interface is an ampoule surface or a free surface, both of which 
are electrical insulators which limit the thermoelectric currents 
and the resultant melt circulation, particularly for a strong mag­
netic field. In the floating zone process, the feed rod has the 
same electrical conductivity as the crystal and provides an im­
portant part of the electrical circuit. Khine et al. (1998) pre­
sented a strong-field asymptotic solution for TEMHD flows in 
floating zone crystal growth process with an applied axial mag­
netic field. Unfortunately, the asymptotic solution predicts an 
infinite velocity in the inviscid core region which is clearly 
unrealistic for any real situation. This paper presents numerical 
results for a floating zone process, and the difference between 
the asymptotic and numerical solutions is discussed. 

A complete model of the TEMHD flows for alloyed semicon­
ductor crystal growth would require treating the complex inter­
actions among the thermal field, the thermally and composition-
ally driven buoyant convection, and the compositional depen­
dence of the solidification temperature in order to determine 
the actual shape of the crystal-melt interface and the temperature 
variation along this interface. However, in our analysis, we 
assume a planar crystal-melt interface with a parabolic radial 
temperature variation in order to examine the basic physical 
phenomena in TEMHD. We also assume (1) that the feed rod-
melt interface is planar and isothermal, (2) that the free surface 
is cylindrical, and (3) that the magnetic field is sufficiently 
strong that the meridional convection of linear momentum is 
negligible. 
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Problem Formulation and Solution 

The thermoelectric currents in the crystal, melt and feed rod 
produce an induced magnetic field, which is superimposed on 
the applied axial magnetic field produced by a solenoid around 
the crystal growth furnace. The characteristic ratio of the in­
duced magnetic field strength to the applied one is the magnetic 
Reynolds number, i?„ = /XpjacR/Bo, where jJ-p is the melt's 
magnetic permeability, jac is the characteristic magnitude of the 
thermoelectric current density, and R is the radius of the liquid 
zone. Since this ratio is very small for all crystal growth pro­
cesses, so that the induced magnetic field is negligible, the 
dimensional magnetic field is B* = BoZ, where f, 9 and t are 
unit vectors for the cylindrical coordinates with the z axis along 
the common centerline of the crystal, melt and feed rod. We 
treat a melt zone whose length and diameter are equal. With r 
and z normalized by R, the liquid occupies the cylinder bounded 
by a free surface at r = 1, by the crystal-melt interface at z = 
- 1 , and by the feed rod-melt interface at z = 1. The crystal 
and feed rod have outside surfaces at r = 1 and extend to z = 
—00 and z = 00, respectively. 

For an axisymmetric flow, the characteristic ratio of the 
electromagnetic (EM) body force to the meridional convection 
of linear momentum is the interaction parameter, N = 
aBlR/pVm, where cr and p are the melt's electrical conductivity 
and density, while V^ is the characteristic value for the meridio­
nal (radial and axial) velocities. We assume that the magnetic 
field is sufficiently strong that N > 1, and that the meridional 
convection of linear momentum is negligible. The governing 
equations become linear with these assumptions, so that the 
TEMHD flow is decoupled from other melt motions, such as 
the thermocapillary convection or the thermally and composi-
tionally driven buoyant convections. This paper focuses only 
on the TEMHD flow. 

Further, the TEMHD problem splits into two sequential prob­
lems. The first problem governs the azimuthal melt motion 
which is driven by the meridional thermoelectric currents, and 
this is decoupled from the meridional motion. Khine and Walker 
(1998) showed that the appropriate characteristic azimuthal ve­
locity and the characteristic meridional electric current density 
are Ve = (S - S,)iAT)/B,R, mdu = ^ ( ^ - S,)(AT)/R, 
respectively, for //a > 1, when the EM body forces are at least 
as strong as the viscous forces. Here, (AT) is the dimensional 
temperature difference between the center and periphery of the 
crystal-melt interface, and Ha = BoR(cr/fj,)^'^ is the Hartmann 
number while fj, is the melt's viscosity. 

For the melt, we introduce the electric stream function h(r, 
z), which satisfies the continuity of meridional electric current 
density, where 

• - 1 ^ 
Jr n ' 

r dz 

Idh 

r dr 
(la,b) 

and the same expressions for the crystal and feed rod with the 
subscripts s and/ , respectively. The dimensionless governing 
equations of the azimuthal melt problem are 

dh 

dz 
= Ha' 

dhy, , 1 
+ 

dve 
dr dz^ 

We 

dz dr^ 

d% _!_ dh, 
r dr 

1 dhf 

0 = 

\dh d^ 

r dr dz^ 

d \ 

0 = 

dr^ 

d \ 

dz' ' 

dr^ r dr dz'' 

(2a) 

(2b) 

(2c) 

(2d) 

Here, Eq. (2a) is the azimuthal component of the linear momen­
tum equation without the meridional convection of azimuthal 

velocity, without 6 derivatives due to axisymmetry, and with the 
azimuthal component of EM body force due to the interaction 
of radial thermoelectric current and the axial magnetic field. 
Equations (2&) - (2<i) are the results of cross-differentiating the 
r and z components of the Ohm's law for the melt, crystal and 
feed rod in order to eliminate the static electric field -V(j) and 
the Seebeck EM force — SWT or — S^VT, where 4> is the electric 
potential function (voltage) and T is the temperature. 

The boundary conditions for the azimuthal motion are 

vg = 0, h = hg. 

Vg = 0, h - hf. 

dK 
dz 

dhi 
dz 

dh 

dz 

dT] 

dr 

at z -1 ; (3a-c) 

dh 

dz 
= 0, 

a t z = l ; (3d-f) 

dvg 
dr 

ve = 0, /! = 0, 

at r = 1, for - 1 s z £ 1; (3g-h) 

hf-0, at r = 1, for z s 1; 

hs = 0, at r = 1, for -1 ; 

0, as • «>, h,-* 0, as 

(30 

(3; ) 

(3k. I) 

where a, is the electrical conductivity for both the crystal and 
feed rod, while T, is the deviation of the temperature along the 
crystal-melt interface from its value at r = 0 and is normalized 
by (AT), so that T, = r^ with our assumed parabolic tempera­
ture variation along the crystal-melt interface. Equations (3b) 
and (3e) result from the continuity of the axial electric current 
density at each solid-liquid interface, while Eqs. (3c) and ( 3 / ) 
come from the continuity of (f> at these interfaces. The only 
inhomogeneous term in this boundary value problem appears 
in Eq. (3c) and comes from the jump in the radial Seebeck 
electromotive force across the crystal-melt interface associated 
with the difference between the absolute thermoelectric powers, 
S and Ss, in the melt and crystal. Since the feed rod-melt inter­
face is assumed to be isothermal, there is no inhomogeneous 
term in Eq. ( 3 / ) . 

The separation of variables solution of Eqs. (2c) and (2d) 
with Eqs. (30 - (3/) for the electric stream functions in the feed 
rod and crystal are 

hf=r^ DjJ,(kjr) exp(-\j(z - D ) , 
j=t 

K = r^ CjJi(\jr) exp(\j(z + 1 ) ) , 

(4a) 

(4^) 
j = i 

respectively, where C, and Dj are sets of unknown coefficients, 
/ t is the Bessel function of the first kind and of order k, and \j 
are the roots of JiCKj) = 0. 

The characteristic meridional velocity is determined by the 
balance between the driving radial centrifugal force due to the 
azimuthal melt velocity and the opposing radial EM body force, 
so that y„ = pVllRaBl = p(S - S.y(AT)^IR^aBt (Khine 
and Walker, 1998). For the dimensionless meridional velocities, 
we introduce a stream function \p(r, z) which satisfies the conti­
nuity of velocity, where 

u, 
]_dlp_ 

r dz r dr 
(5a, b) 

With the azimuthal component of Ohm's law, cross-differentiat­
ing the radial and axial components of the linear momentum 
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equation in order to eliminate the pressure terms and using Eqs. 
(5a) and (5b), we obtain the equation governing ij/. 

Ha' 9V 2 a > 3 d^il/ 

r dr dr"-
1^ 
r ' dr 

+ 2- V 2 a> av 
+ dr^dz^ r drdz^ dz" 

= 2v, 
dz ' 

(6) 

The right-hand side of Eq. (6) is the only inhomogeneous 
term which drives the meridional melt motion in the boundary 
value problem governing ip and is known from the solution for 
the azimuthal motion. The boundary conditions are 

<//= 0, -r^ = 0, at z = - l and at z = 1; (la, b) 
dz 

i/> = 0 , 
a y dtp 
dr^ dr 

0, at r = 1. ilc.d) 

We used a Chebyshev spectral collocation method to solve 
Eqs. (2a) and {lb) with Eqs. (3a) - (3/). We applied a Galerkin 
method for the conditions at the solid-liquid interfaces in order 
to get better results at the interfaces since the Gauss-Lobatto 
collocation points are optimal for the Chebyshev polynomials, 
but are not for the Bessel functions. With this approach, the 
number of terms in the series in Eqs. (4) can be larger than the 
number of radial collocation points. Therefore, we used the 
orthogonality of the Chebyshev polynomials for Eqs. (3a), 
(3i»), (3 a!), and (3e) and we used the orthogonality of the 
Bessel functions for Eqs. (3c) and ( 3 / ) . The integrals of the 
Chebyshev polynomials times the Bessel functions with their 
weighting functions were evaluated numerically using a trape­
zoidal-rule quadrature. Similarly, for the meridional motion, we 
solved Eqs. (6) and (7) using the same spectral collocation 
method. For all of the Hartmann numbers considered here, the 
Chebyshev polynomial representations gave excellent results 
with twenty polynomials in the radial direction, thirty polynomi­
als in the axial direction and one hundred terms in the separa-
tion-of-variables solution for hf or h^. 

Results and Discussion 

The parameters in this problem are (a/a,) and Ha. For (a/ 
a,), we used the value for sihcon, namely (a I a,) = 20. The 
contours oi h, hf and h, for Ha = 100 are presented in Fig. 1. 
All of the thermoelectric currents flow through the crystal with 
a maximum value of h, = 0.0089. Part of the current entering 
the melt returns directly to the crystal by completing its circuit 
through the Hartmann layer with 0(Ha~^) thickness adjacent 
to the crystal-melt interface. The rest of the current flows axially 
across the inviscid central melt region, and splits to complete 
its circuit through the feed rod and adjacent Hartmann layers 
which act as resistors in parallel. The maximum amount of 
current in the feed rod is 0.00245 which is about 28 percent of 
the total current produced in the crystal. Therefore, 72 percent of 
the total current completes its circuit through the two Hartmann 
layers in the melt. 

The contours of ug for Ha = 100 are presented in Fig. 2. The 
contours begin and end at the free surface. They are almost 
vertical for 0 < r < 0.6, and they are concentrated near the 
liquid-solid interfaces in the Hartmann layers which match the 
values of vt in the inviscid region and satisfy the no-slip condi­
tion at each solid surface. The contours of v^ are not straight 
and vertical for 0.6 < r < 1 and this region is the parallel 
layer with 0{Ha^^'^) thickness adjacent to the free surface. 
The unrealistic results in the large Hartmann-number asymptotic 
solution (Khine et a l , 1998) result from the assumption that 
the free-surface parallel layer has effectively zero thickness 
while it actually occupies 0.6 < r < 1 for Ha = 100. The 

-I 

0.001 

0.004 

Fig. 1(a) 

-1.0 
Fig. 1(6) 

Fig. 1 Streamlines for the meridional ttiermoelectric currents with 
Ha = 100. (a) In the melt, h = O.OOIfc for k = 1 to 8; {b) in the feed rod, 
h, = 0.0004/f for k = 1 to 5; (c) in the crystal, h, = O.OOIk for k = 1 to 8. 

maximum Ue in this case is 0.522. The maximum Vg for Ha = 
50, 200 and 300 are 0.357, 0.692 and 0.808, respectively, and 
these contours are similar to those in Fig. 2. The dimensional 
maximum azimuthal velocity decreases as BQ'' as Bo is in­
creased. The asymptotic solution for Ha t> \ indicates that p 
= 1. The numerical results for arbitrary Ha and (a/a,) = 20 
indicate that p increases smoothly from 0.45 for Ha = 50 to 
0.72 for Ha = 300, but p is still significantly below the p = 1 
for Ha > 1. In order to validate our numerical approach, we 
compared predictions from an asymptotic solution for Ha < I 
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0 r 
Fig. 2 Contours of Ve for Ha = 100: vo = 0.05k for k = 1 to 9 

Other combinations oi Ha and {a I a.,) which give y = 0.2. For 
example, we might double fi„ and cut a^ in half, so that Ha = 
200 and (a/a,,) = 40, but y is still 0.2. The electrical resistance 
of every important resistor has been doubled, so that the division 
of the TE current remains unchanged but the magnitude of every 
current is cut in half. The half current inside each Hartmann 
layer interacts with the double field strength to produce the 
same jump in i^e across each Hartmann layer, so that the values 
of i/g in Fig. 2 are the same. 

When we plot the maximum values of the stream function 
versus Ha, Ha = 50 seems to be the separator between the 
small Ha solution, where the viscous effects are dominant, from 
the large Ha solution where the increase in stream function is 
proportional to Ha. Figure 4 presents the comparison of numeri­
cal solution and large Hartmann-number asymptotic solution 
for the stream function in the inviscid core region (Rhine et 
al, 1998) of stream function distribution with r at z = 0 for 
Ha = 100 and 200. In both cases, the numerical solution starts 
at zero at centerline and increases to a maximum at a particular 
r, and then decreases to approach zero at the free surface. 
However, in the asymptotic solution for the inviscid core, the 
stream function starts at zero at the centerline and increases to 
infinity as r approaches one. In the asymptotic solution, all 
the upward flow is inside the free-surface parallel layer whose 
thickness is neglected. Therefore, the asymptotic solution gives 
unrealistic predictions for a relatively thick region near the free 
surface, even for Ha = 200. The difference between the two 
solutions for Ha - 100 is about 15 percent for r < 0.6, while 
for Ha = 200 the difference is less than 10 percent for r < 0.7. 

Conclusions 
Although we have ignored some important aspects, such 

as the concavity of the crystal-melt interface, this model pro-

to the numerical results for Ha = OA and found agreement to 
five significant figures. 

Figure 3 presents the stream lines for the meridional motion 
in the melt for Ha - 100. The stream lines are concentrated 
near the free surface, producing an upward motion along the free 
surface, and circulate downward through the melt and radially 
outward near the crystal-melt interface in order to complete a 
loop. The radially outward flow near the crystal-melt interface 
is desirable for mass transport of dopants and species. The 
stream function value ranges from -0.00034 to 0.0423 in this 
case. The maximum values of the stream function for Ha = 50, 
200, and 300 are 0.0228, 0.0815, and 0.115, respectively. The 
pattern of stream lines in each case is similar to each other, 
except that the stream lines become more concentrated near the 
free surface as the Ha becomes larger. 

The maximum value of Ug in Fig. 2 is 0.522, while the maxi­
mum value of î z for the vertically upward flow near the free 
surface in Fig. 3 is 0.04, but these velocities are normalized by 
very different characteristic velocities, namely Vg and V„. In 
order to illustrate the extreme difference between the magni­
tudes of the azimuthal and meridional velocities, we compute 
the values of Vg and V„ for molten silicon with /f = 4 mm, (S 
- S,,) = 10 //V/mK, (AT) = 3 K, and iS„ = 2 T, obtaining Vg 
- 3.8 mm/s and V„ = 1.8 /xm/s. 

Only results for (a/a^) = 20 are presented here, but it is 
easy to obtain results for other values of {a I a,) from these 
results. For the thermoelectric (TE) current, the feed rod and 
two Hartmann layers are three electrical resistors in parallel, 
which are collectively in series with the crystal representing a 
fourth resistor and the electromotive force provided by the jump 
in Seebeck voltage at the crystal-melt interface. The division 
of the TE current between the three parallel resistors only de­
pends on the ratio of the resistance of the feed rod to that of 
either Hartmann layer, namely y = Ha'^a/a^.). The results 
for Ha = 100 and {alus) = 20 in Figs. 1 and 2 also apply to 

Fig. 3 Streamlines for the meridional melt motion for Ha = 100: i/r -
0.005k for k = 1 to 8 

842 / Vol. 120, DECEMBER 1998 Transactions of the ASME 

Downloaded 03 Jun 2010 to 171.66.16.146. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



0.25 T 

0.00 

Fig. Mb) 

Fig. 4 Comparison of the values of the stream function at z = 0 from 
the numerical solution for arbitrary Ha and from the invlscid core solution 
in a large-Ha asymptotic analysis, (a) Ha = 100; (b) Ha = 200 

vides physical insights into thermoelectric effects during the 
floating zone semiconductor crystal growth with an externally 
applied magnetic field. The numerical results are much more 
realistic than the large Hartmann-number asymptotic results. 

A key result is that the TEMHD flows in our model only 
involves radially outward flows near the crystal-melt interface. 
If this is true for a complete model including other complex 
interactions, there will be positive implications for the mass 
transport of dopants and species. The thermocapillary convec­
tion produces radially inward flows near the crystal-melt inter­
face. For alloyed crystal growth, the compositionally driven 
buoyant convection generally involves radially inward flow near 
the crystal-melt interface. Therefore, there may be a magnetic 
field strength where the outward TEMHD flow would cancel 
the inward flow from the thermocapillary and buoyant convec­

tions, so that the TEMHD may then eliminate radial macroseg-
regation in the crystal. 

Another important aspect of the TEMHD flows is the differ­
ence between the order of magnitudes of the azimuthal and 
meridional velocities. According to our numerical results, the 
azimuthal velocity is much larger than the meridional velocities 
for typical values of Ha. Unfortunately, the present solution for 
steady axisymmetric case does not explain the striations ob­
served experimentally by Croll et al. (1998). However, we 
noticed that the experimentally observed striations occur in an 
annular band which is close to the radius where the maximum 
Vg occurs. A magnetically damped Taylor-Couette instability in 
the strong azimuthal flow might produce axial vortices which 
are convected azimuthally and which might produce the ob­
served striations. 
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Forced Convection During Liquid 
Encapsulated Crystal Growth 
With an Axial Magnetic Field 
This paper treats the forced convection, which is produced by the rotation of the 
crystal about its vertical centerline during the liquid-encapsulated Czochralski or 
Kyropoulos growth of compound semiconductor crystals, with a uniform vertical 
magnetic field. The model assumes that the magnetic field strength is sufficiently 
large that convective heat transfer and all inertial effects except the centripetal 
acceleration are negligible. With the liquid encapsulant in the radial gap between 
the outside surface of the crystal and the vertical wall of the crucible, the forced 
convection is fundamentally different from that with a free surface between the crystal 
and crucible for the Czochralski growth of silicon crystals. Again unlike the case for 
silicon growth, the forced convection for the actual nonzero electrical conductivity of 
an indium-phosphide crystal is virtually identical to that for an electrically insulating 
crystal. The electromagnetic damping of the forced convection is stronger than that 
of the buoyant convection. In order to maintain a given balance between the forced 
and buoyant convections, the angular velocity of the crystal must be increased as 
the magnetic field strength is increased. 

Introduction 

In the Czochralski (CZ) process, a cylindrical semiconductor 
crystal is grown from a body of liquid (melt) contained in a 
cylindrical crucible whose radius is larger than that of the crys­
tal. For silicon, the melt has a free surface between the bottom 
circumference of the crystal and the vertical wall of the crucible. 
For compound semiconductors, such as galUum-arsenide 
(GaAs) or indium-phosphide (InP), the radial gap above the 
melt between the crystal periphery and the vertical crucible wall 
is filled with a liquid encapsulant, which is usually boron oxide. 
The encapsulant prevents the evaporation of the volatile ele­
ment, i.e., the arsenic or phosphorus. Since boron oxide blocks 
part of the thermal radiation spectrum, the encapsulant also 
reduces the axial temperature gradient in the crystal, so that 
fewer dislocations develop after crystallization due to thermal 
stresses. Very small amounts of other elements or dopants are 
added to the melt to give the crystal the desired electrical or 
optical properties. Recent advances in integrated circuits and 
in optical devices have produced a demand for much smaller 
dislocation densities and for much more uniform dopant distri­
butions in compound semiconductor crystals. 

Without a magnetic field, the melt motion is often unsteady, 
and the resultant fluctuations in the heat transfer and dopant 
transport from the melt to the crystal produce dislocations in 
the crystal and spatial oscillations of the dopant concentration 
in the crystal, called striations. Since molten semiconductors 
are excellent electrical conductors, a uniform, vertical (axial) 
magnetic field produced by a solenoid around the CZ furnace 
can be used to eliminated the unsteadiness in the melt motion 
and to control the remaining steady flow. For both GaAs (Carl­
son and Witt, 1992; Kimura et al , 1986) and InP (BUss et al, 
1991 and 1993; Miyairi et al., 1986), the application of a uni­
form axial magnetic field with a magnetic flux density B be­
tween O.ir and 0.4T reduces the dislocation density, produces 
a more radially uniform dislocation density and produces a more 
radially uniform dopant concentration. The Kyropoulos process 
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is a variation of the CZ process in which the crystal is allowed 
to grow into the melt before the crystal's vertical motion or 
"pulling" is begun. Using a magnetically stabihzed, liquid-
encapsulated Kyropoulos (IVILEK) process, large twin-free InP 
crystals have been growth with B = Q.2T — 0.47 (Bliss et al., 
1991 and 1993). While a magnetic field with S = O.IT -
0.4r does not eliminate the striations, it does lead to smaller 
dislocation densities and to weaker striations whose spacing is 
related to the angular velocity of the crystal about its vertical 
centerline. The crystal is almost always rotated with at least a 
small angular velocity in order to insure that the crystal remains 
cyUndrical in spite of the inevitable small deviations from axi-
symmetry in the temperature distribution. The crystal is often 
rotated at a larger angular velocity, so that the axial variation 
of the azimuthal velocity drives a radially outward melt motion 
adjacent to the crystal-melt interface. The crystal's angular ve­
locity must be sufficiently large that the resultant centrifugal 
pumping or forced convection is larger than the radially inward 
motion near the crystal-melt interface due to buoyant convec­
tion. The convective heat and mass transfer associated with 
a radially outward flow adjacent to the crystal-melt interface 
generally produce a more desirable crystal-melt interface shape 
and a more radially uniform dopant distribution in the crystal 
(Leeetal . , 1984). 

The regularly spaced striations with a magnetic field are di­
rectly associated with the rotation of the crystal and with the 
resultant forced convection near the crystal-melt interface. This 
paper presents a model of the forced convection due to crystal 
rotation. This model reveals that there are several fundamental 
differences between the forced convection during silicon growth 
with a free surface and that during compound semiconductor 
growth with a liquid encapsulant. The balance between the 
forced and buoyant convections as a function of the crystal's 
angular velocity n changes as B is increased. This paper only 
presents solutions for steady, axisymmetric melt motions, while 
the regularly spaced striations must arise either from an intrinsic 
deviation from axisymmetry or from a flow instability leading 
to periodic or nonaxisymmetric melt motions. While the present 
model cannot directly predict the striations, it does provide the 
basis for future studies of the coupling between forced convec­
tion and a three-dimensional buoyant convection due to nonaxi-
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symmetric heating (Ma and Walker, 1995 and 1996) and for 
future studies of magnetically damped Taylor instabilities in the 
rotationally driven melt motions. 

Problem Formulation 
A sketch of the liquid-encapsulated CZ process is presented 

in Fig. 1. With an axial magnetic field, there are different charac­
teristic values for the azimuthal velocity Vg and for the radial 
and axial velocities Vr and v^ in each 6 = constant or meridional 
plane (Hjellming and Walker, 1986). The azimuthal melt mo­
tion is driven by the rotation of the crystal, so that the character­
istic azimuthal velocity U„ = 0,R, where the characteristic 
length R is the inside radius of the crucible. The meridional 
motion is driven by the axial variation of the radial centrifugal 
force, pvf^lr*, and is opposed by the radial electromagnetic 
(EM) body force, ITSJ;, where p and a are the melt's density 
and electrical conductivity, while an asterisk denotes a dimen­
sional variable. Therefore the characteristic meridional velocity 
U„ = piVR/aB\ For a typical InP process with B = 0.2T ~ 
OAT, Ua is much larger than U„,, but the azimuthal motion does 
not produce any convection of momentum or heat as long as 
the velocity and temperature are axisymmetric. In addition, the 
characteristic velocity for the purely meridional buoyant con­
vection t/fc = pgP{AT)/aB^, where g = 9.81 m/s^ P is the 
melt's volumetric expansion coefficient, and (AT) is the char­
acteristic temperature difference in the melt (Hjellming and 
Walker, 1987). 

In addition to the applied magnetic field produced by a sole­
noid around the CZ furnace, there is an induced magnetic field 
produced by the electric currents in the melt and crystal. The 
characteristic ratio of the induced to applied magnetic field 
strengths is the magnetic Reynolds number, R,„ = /XpallR, where 
^p is the melt's magnetic permeability, and the U here is the 
largest value among (/„, U,„, and Ub. Since R„, is extremely 
small for all crystal-growth processes, the induced magnetic 
field is negligible, and the dimensionless magnetic field is t, 
which is the unit vector in the z direction. 

In the Navier-Stokes equation, the characteristic ratio of the 
EM body force to the meridional convection of momentum is 
the interaction parameter, N = aB^R/pU, where this U is the 
larger value between U„, and [/;,, both of which vary as B^^. 
In the internal energy equation, the characteristic ratio of con­
vective heat transfer to heat conduction is the thermal Peclet 
number, Pe = UR/K, where K is the melt's thermal diffusivity. 
For sufficiently large values of B, N is so large that the meridio-

z=b+d 

c^y 
Crystal 

z = b 

0 3 ' 

Liquid 
Encapsulant 

r = l-

Melt 

Magnetic 
Field 

Crucible-

A. 

Fig. 1 Liquid-encapsulated Czochralski process with a uniform axial 
magnetic field. For the cylindrical coordinates (r, 0,z),r and z, as well 
as all lengths, are normalized by R, the inside radius of the crucible. The 
angular velocities of the crystal and crucible about their common vertical 
centerline are O and efl, respectively. 

nal convection of momentum is negligible, and Pe is so small 
that convective heat transfer is negligible. Langlois et al. (1987) 
presented numerical solutions of the full equations, including 
convective heat transfer and all inertial terms, for a typical 
silicon process with B = 0.27. They found that setting Pe = 0 
or quadrupling the value of N produced negligible changes in 
the results, indicating that the convective heat transfer and iner­
tial effects are indeed negligible for a silicon process with B s 
0.2T. The parameter values for typical GaAs and InP processes 
with B = 0.2T - OAT are comparable. 

With the assumptions that N> I and Pe « 1, (1) the govern­
ing equations are linear, (2) the buoyant convection and the 
rotationally driven forced convection are decoupled from each 
other, and (3) the azimuthal motion is decoupled from the 
meridional motion in the forced convection. The dimensionless 
equations governing the azimuthal motion are 

0=-j,. + Ha-^(v\-'^y 7V=-f+ v«. 

az r or oz 

in the melt, and 

-(?)(-f-)- = -(?)f-
r dr az 

(\a,b) 

(Ic.d) 

(le.f) 

(ig) 

in the crystal, where 

d' 1 d 

or r or az 
(1/2) 

jr and Jj are the radial and axial components of the electric 
cuiTent density normalized by crt/„5, (̂  is the electric potential 
function normalized by UaBR, the subscript s denotes a variable 
in the crystal, a, is the crystal's electrical conductivity. Ha = 
BR(a/p,y'^ is the Hartmann number, and fx is the melt's viscos­
ity. Equation (la) is the 9 component of the Navier-Stokes 
equation without the meridional convection of azimuthal mo­
mentum, without a 9 derivative of the pressure because of axi-
symmetry, and with the azimuthal EM body force due to the 
radial electric current and the axial magnetic field. Equations 
(lb), ( I c ) , ( l e ) , and ( 1 / ) are the r and z components of 
Ohm's law for a moving continuum in the melt and crystal, and 
Eqs. (Id) and (1 g) are a solubility condition which guarantees 
that there is a solution of Maxwell's equations for the neglected 
0(R,„) induced magnetic field. 

Neglecting any gradients of the interfacial tension, the veloci­
ties and shear stresses in the encapsulant and in the melt are 
equal at their interface. For the temperatures in a typical process, 
the viscosity of liquid boron oxide is two thousand times that 
of molten InP, so that the shear stresses in the melt are negHgible 
compared to those in the encapsulant. The encapsulant sees a 
stress-free boundary at its interface with the melt, so that its 
motion consists of a simple Couette flow with 

VOe 
a\l - e) - (a^ - e)r^ 

(1 - a^)r 
= 0, (2a, b) 

where the radius of the crystal is aR and the angular velocity 
of the crucible is tVL (Hjellming and Walker, 1988). If there 
are gradients of the interfacial tension due to gradients of tem­
perature or of dopant concentration along the encapsulant-melt 
interface, shear stresses in the enormously viscous boron oxide 
balance the interfacial-tension gradients with very small encap­
sulant velocities, so that there are no thermocapillary or soluto-
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capillary melt convections in liquid-encapsulated crystal 
growth. In other words, the Marangoni number for the encapsu­
lant, Ma^ = pe(-dr/dT)(AT)R/fxl, is small. Here pc and /j.^ 
are the density and viscosity of the encapsulant, while F is the 
interfacial tension of the encapsulant-melt interface. There is 
no published data on the tension of an interface between a liquid 
semiconductor and boron oxide. If we use the values of F for 
a liquid-silicon free surface, which are certainly much larger 
than those for an encapsulant-melt interface, we find that Ma^ 
= 0.037 for our typical process with ( A r ) = 41 K. Equations 
(la, b) also assume that the buoyant convection in the encapsu­
lant is negligible. The Boussinesq number for the encapsulant, 
Boe = p'igP,i/S.T)R^li4, has the value of 0.00423 for our 
typical process, where 13^ is the volumetric expansion coefficient 
for the encapsulant. 

The boundary conditions for the azimuthal motion are 

Ve 
a^{\ 

ve = ef. iz = 0. 

ve = e, jr = 0, 

at 

at 

z = 0, 

r= 1, 

(1 
iz = 0, at 

^e = r, Jz= Jz, 

jr, = 0, at 

z = b for a 

(f> = (f>s, at 

z = b for 0 

= a, and y„ = 0, at 

(3a, b) 

(3c, d) 

1, ( 3 e , / ) 

r < fl, {3g-i) 

z = b + d, (3j, k) 

where the instantaneous melt depth is bR and the axial length 
of the crystal is dR. 

The parameter e can be eliminated from the linear boundary 
value problem for the azimuthal motion by introducing 

Vg r + ( e - \)Vs, <A = - + (€ 2 
1 ) $ , (.4a. b) 

jr = (e - l)Jr, jz = (e - l)Jz: (4c, d) 

and the same expressions for 4>s,jrs and j „ . The only parameters 
in the problem governing Vg, Jr, Jz, ^ , Jr,, J is and ^^ are a, 
b, d. Ha, and (aja). 

The dimensionless equations governing the meridional mo­
tion in the rotationally driven forced convection are 

vl dp . 
- - = - / + > + H a 

r or 
V\ 

0 = 
dp 

+ Ha-^V^D, Je -Vr, 

- TT (r^r) + ^ = 0, 
r or oz 

(5a) 

(5b, c) 

(5d) 

where Vr and v^ are normalized by U„,jg is the 9 component of 
the electric current density normalized by aUmB, and p is the 
forced convection part of the deviation of the pressure from the 
hydrostatic pressure, normalized by aU„B^R. Equation (5a ) is 
the radial component of the Navier-Stokes equation without the 
meridional convection of radial momentum, with the centrifugal 
force due to the azimuthal melt motion, and with the radial EM 
body force due to the azimuthal electric current and the axial 
magnetic field, while Eq. (5b) is the axial component of the 
Navier-Stokes equation without the meridional convection of 
axial momentum. Equation ( 5 c ) is the ^ component of Ohm's 
law for a moving continuum without a 6 derivative of <f> due 
to axisymmetry, while Eq. (5d) is the continuity equation. 

Equation (5d) leads to a stream function (/((r, z) for the 
meridional flow. 

- i ^ 
r dz r dr 

(6a, b) 

The parameter e can be eliminated from the linear boundary 
value problem for the meridional motion by introducing 

!/' = ( £ - l).Ai + (e - 1 ) V 2 , (7) 

where i//, and i/̂ z depend only on the parameters a, b, d, Ha, 
and (a J a). W e cross-differentiate Eqs. ( 5 a ) and (5b)\.o ehmi-
nate p and to obtain the equations governing (/(, for ; = 1 or 2, 

2 5 > , . 3 a V ; 

dr' dr^ 

3 g-A/ I . 9 > , 

r' dr dr'^dz' 

2 dhjjj_ ^ dSPj_ 

r drdz^ dz'* 
H a ^ ^ - - ^ 

dz^ 
= Ha^/ . , (8fl) 

/ i = -2r 
dz dz 

The boundary conditions are 

dip 
^, = 

dz 
0, at z = 0 and at z = b, 

^ . = ^ ^ = 0, 
or 

at r = 1. 

(&b,c) 

(9a) 

(9b) 

The only difference between the present boundary value 
problems for the liquid-encapsulated crystal growth and those 
for silicon growth with a free surface is that the boundary condi­
tions for a free surface at z = ft for a < r < 1 are 

dve 

dz 
= 0, A = 0, V'/ = 0, 

dhh 
dz' 

= 0, (Wa^d) 

instead of Eqs. (3e), ( 3 / ) , and ( 9 a ) . 

A s y m p t o t i c So lu t ions for H a S> 1 

Numerical solutions for Ha = 50, 100, 200 and 400 are 
presented in the next section. The large-Hartmann number as­
ymptotic solutions, which are presented in this section, provide 
valuable insights into the numerical solutions and into the differ­
ences between the forced convections for liquid-encapsulated 
crystal growth and for silicon growth with a free surface. For 
Ha > 1, the melt can be divided into the subregions shown in 
Fig. 2. Here i and o denote the inner and outer inviscid core 
regions where both the radial and axial derivatives are 0 ( 1 ) , 
h denotes the Hartmann layers with an 0 ( H a ^ ' ) axial thickness 
adjacent to the crucible bottom, crystal-melt interface and en­
capsulant-melt interface or free surface, w denotes the wall 

r=a 2L z=b 

Ha-I 

Ha-

• • 1 — 1 -

Fig. 2 Subregions of the melt for Ha > 1 
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layer with an 0(Ha"""^) radial thickness adjacent to the vertical 
crucible wall, and p denotes the parallel interior layer with an 
0(Ha~"^) radial thickness which lies along the magnetic field 
lines which intersect the outer circumference of the crystal at r 
= a. The wall and parallel layers are thicker than the Hartmann 
layers because they are parallel to the magnetic field. First we 
will summarize the key features of the asymptotic solution pre­
sented by Hjellming and Walker (1986) for the forced convec­
tion during silicon growth with a free surface, and then we 
will present the extension of the asymptotic analysis to liquid-
encapsulated crystal growth. 

For the azimuthal motion, the key features of either core 
region are (1) that the 0(1) v, is independent of z, (2) that 
the 0(Ha"') vn is a linear function of z, and (3) that ŷ  = 
0(Ha~^) so that the 0(Ha~')7'j is independent of z. The key 
feature of a Hartmann layer is that the jump in the 0(1) V) 
across the layer equals the total 0(Ha~') radial electric current 
inside the layer, i.e., the integral of the 0( 1) jV across the layer. 
If a, = 0, then the total 0(Ha~') radial electric current inside 
the Hartmann layer adjacent to the crystal-melt interface at some 
value of r must be equal and opposite to the 0(Ha"') radial 
electric current inside the bottom Hartmann layer at the same 
r. Therefore the jumps in vg across the top and bottom Hartmann 
layers for 0 s r s a must be equal, so that the O (1) azimuthal 
motion in the inner core is a rigid-body rotation with an average 
of the angular velocities of the crystal and crucible. 

% = i ( l +e)r+ 0(Ha- ') . (11) 

The 0{\)V(, changes from this value to r or er across the top 
or bottom Hartmann layer, respectively. For the actual value 
(crja) = 0.05 for silicon, the crystal and top Hartmann layer 
represent parallel resistors for the radial electric current. Some 
of the radial current which would be inside the top Hartmann 
layer for a., - 0 actually flows through the crystal, decreasing 
the jump in vg across the top Hartmann layer. As a consequence, 
the 0(1 )vs in the inner core lies between (1 -I- e)r/2 and r, 
where the relative deviation from these two values depends on 
the ratio of the total radial current in the crystal to that inside 
the top Hartmann layer at each value of r. 

In the outer core with a free surface at z = ft for a s r s 1, 
the stress-free condition given by Eq. (lOo) does not produce 
a jump in vg across the top Hartmann layer. Without a radial 
electric current inside the top layer, there cannot be one inside 
the bottom Hartmann layer, so that there is no jump in vg across 
the bottom Hartmann layer either. The outer core, the wall layer 
and the Hartmann layers for a < r s 1 rotate as a rigid body 
with the crucible, i.e., Vg = er, to all orders in Ha~'. Therefore 
for the azimuthal motion with a free surface, there is a jump in 
the 0(l)vg across the parallel interior layer from (1 + e)al2 
in the inner core at ?• = a to ea in the outer core at r = a. 
There are radially inward and outward electric currents in the 
Hartmann layers for 0 s r s a, but none in the Hartmann 
layers for a ^ r ^ 1. Therefore there must be a concentrated 
axial electric current inside the parallel interior layer in order 
to complete the electrical circuit for the radial currents inside 
the Hartmann layers for r < a. Numerical solutions of the full 
equations clearly show the jump in vg and the concentrated axial 
electric current for a radially thin parallel interior layer near r 
= a for silicon growth with a free surface (Sabhapathy and 
Salcudean, 1991). 

If Vs is independent of z, then the associated centrifugal force, 
vllr, is exactly balanced by a radial pressure gradient, and there 
is no meridional circulation. For the rigid-body rotation with 
the crucible for r > a, there is no meridional circulation in the 
outer core, the adjacent Hartmann layers or the wall layer, i.e., 
i/> = 0 to all orders in Ha^' in these regions. The ^-independent 
0( 1 )ue in the inner core does not produce any meridional circu­
lation, but the Unear z-variation of the 0(Ha'^')D9 produces an 
©(Ha"')!// in the inner core. The jumps in the 0{\)vg across 

the Hartmann layers for r < a also produce O (Ha "') meridional 
circulations which are completed through the inner core. There­
fore i/* is 0(Ha^') in the inner core and adjacent Hartmann 
layers. The jump in the 0( 1 )Dfl across the parallel interior layer 
is matched by a layer solution which varies as erf [Ha"^(r — 
a) / ( f t -z)"^] . The axial variation of vg inside this layer drives 
an 0( 1) meridional circulation which is entirely inside the par­
allel interior layer. Therefore the meridional melt motion con­
sists of (1) a concentrated 0(1) circulation which is elongated 
over the entire depth of the melt inside the parallel interior layer 
and which involves large 0(Ha"^) values of v̂ , (2) a much 
smaller 0(Ha"') circulation in the inner core and its Hartmann 
layers, and (3) no circulation at all in the outer core and its 
Hartmann layers. An axially elongated, radially thin circulation 
near r = a is evident in the streamlines produced by the numeri­
cal solution of the full equations for silicon growth with a free 
surface (Kim and Langlois, 1991; Lee et al., 1984; Sabhapathy 
and Salcudean, 1991). 

For liquid-encapsulated crystal growth, the stress-free condi­
tion is replaced by the prescribed value of vg given by Eq. (3e) 
at z = ft for a s r s 1. Therefore there are now equal jumps 
in Vg across the Hartmann layers for r > a, and equal but 
opposite radial electric currents inside these layers. The 0(1) 
outer-core Vg is the average of the azimuthal velocities of the 
encapsulant and crucible at each radius. 

Vg„ 
a ' ( l - e) - (a ' + ea^ - 2t)r^ 

2(1 - a^)r 
(12) 

neglecting the 0(Ha"')u9, which is again a Unear function of 
z. Since Vg = {I + e)al2 in both the inner and outer cores at 
r = a, there is no jump in the 0( 1 )u» across the parallel interior 
layer. Similarly, since the radial electric currents inside the 
Hartmann layers are continuous at r = a, there is no concen­
trated axial electric current inside the parallel interior layer. 
This layer now plays a very minor role, since it need only match 
the discontinuity of the radial gradient of Vg. There is no 0( 1) 
meridional circulation inside the paraUel interior layer. 

There is an 0(Ha"') meridional circulation in each core, 
which is driven by (1) the linear z variation of the O (Ha ~') ue in 
each core, and (2) the jumps in the 0(1)««across the Hartmann 
layers. This 0(Ha"')i/> is continuous across the parallel interior 
layer, so that again this layer plays an insignificant role. 

We have assumed a planar, horizontal crystal-melt interface. 
In the Kyropoulos process, this interface is initially convex into 
the meh and becomes more planar as growth continues. If we 
consider a convex or concave crystal-melt interface, the jump 
in the 0{\)vg across the adjacent Hartmann layer still equals 
the total 0(Ha~') electric current inside this layer. Therefore 
the values of Vg in the inner core are the same for a planar or 
convex crystal-melt interface, and the convex interface does not 
have any significant effect on the forced convection. On the 
other hand, the temperature distribution and the buoyant convec­
tion in the melt are affected by the shape of the crystal-melt 
interface, and we will treat this effect in a future paper. 

The purposes of the large-Hartmann number asymptotic solu­
tions which are described in this section are (1) to help under­
stand the numerical results for liquid-encapsulated crystal 
growth with Ha = 50, 100, 200, and 400, which are presented 
in the next section, and (2) to emphasize the fundamental differ­
ences between the forced convections for liquid-encapsulated 
growth and for silicon growth with a free surface. 

Forced Convection for Arbitrary Ha 
In this section, we present numerical solutions of the inertia-

less equations for the rotationally driven forced convection or 
centrifugal pumping for arbitrary values of the Hartmann num­
ber. For the azimuthal motion, which is governed by Eqs. (1) 
with the boundary conditions given by Eqs. (3) and with the 
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substitution given by Eq. (4) to eliminate e, we used: (1) a 
separation-of-variables solution for the crystal variables 7„, / „ 
and #,,, (2) a Chebyshev spectral collocation method for the 
melt variables V), Jr, J^ and $, and (3) a Galerkin method to 
match the two solutions through the Eqs. (3/i) and (30- For 
the meridional motion, which is governed by Eqs. (8) with the 
boundary conditions given by Eqs. (9) , we used a Chebyshev 
spectral collocation method. The same Chebyshev polynomials 
and the same Gauss-Lobatto collocation points were used for 
the azimuthal motion, the meridional forced convection, and 
the meridional buoyant convection. We found that each series 
could be truncated after the 14th polynomial in the axial direc­
tion and the 40th polynomial in the radial direction. A larger 
number of polynomials was needed in the radial direction be­
cause of the discontinuity between the boundary conditions at 
z = bfor r < a and r> a. For Eqs. ( 3 / ) and (3h), we defined 
a weighted residual with the weighting function, (1 - r^)~"^, 
for the radial Chebyshev polynomials, and we minimized this 
residual with respect to certain linear combinations of the coef­
ficients in the Chebyshev polynomial representation of j ^ . For 
Eq. (3(), we defined a weighted residual with the weighting 
function, r, for the Bessel functions in the separation-of-vari-
ables solution for cfi,, and we minimized this residual with re­
spect to the coefficients in the solution for (p.,. Here we only 
present results for a = 0.65 and b = d = 0.4, which corresponds 
to a time during a typical liquid-encapsulated growth of an InP 
crystal when roughly 30 percent of the original melt has been 
crystalized. While Vg, i/̂ i, and 412 are independent of e, it is 
easier to understand the values of Vg and 1// for a particular value 
of e, so that we only present results for e = 0, corresponding 
to no rotation of the crucible. 

For InP, (a,/a) = 0.0154 (Glazov et al , 1976). We obtained 
results for Vg and I/J for (aja) = 0.0154 or 0.0 and for Ha = 
50, 100, 200, and 400. As Ha is increased, the Hartmann layer 
adjacent to the crystal-melt interface becomes thinner, so that 
more electrical current flows through the actual crystal with 
non-zero electrical conductivity. Therefore we expected the 
largest differences between the results for the actual a^ and for 
(T, = 0 to occur for the largest value of Ha, and indeed our 
largest differences did occur for Ha = 400. However, the differ­
ences for Ha = 400 were all less than 3 percent and were 
much smaller for smaller values of Ha. We had expected larger 
differences because Hjellming and Walker (1986) and Langlois 
et al. (1987) found larger differences for a typical silicon pro­
cess with (a J a) = 0.05 or 0.0. We now realize that the correct 
parameter to characterize the role of the crystal's non-zero elec­
trical conductivity is b Ha {a J a), or the product of the Hart­
mann number based on the instantaneous melt depth and the 
conductivity ratio. For our InP case with Ha = 400, b Ha {aJ 
a) = 2.46. Hjellming and Walker (1986) and Langlois et al. 
(1987) consider a smaller value of Ha, but their value of b Ha 
(ajcr) = 8.125 because both {aja) and b are larger. Sihcon 
is often grown with a large initial melt depth in order to grow 
meter-long crystals. With compound semiconductors, the initial 
melt depth is always much smaller in order to control the buoy­
ant convection (Koai et al., 1994), and the final crystal length 
is generally less than 10 cm. For compound semiconductors 
with values of (crjcr) much larger than 0.0154, the non-zero 
crystal conductivity may play an important role, but for InP with 
B = 0.2T-QAT, the crystal's non-zero electrical conductivity is 
not significant. All results presented here are for (aja) = 
0.0154. 

The contours of Vg and ij/ for Ha = 200 are presented in Fig. 
3. For vg-. (1) there are clearly Hartmann layers at z = 0 and 
at z = b, (2) the Ufl in the inner or outer core is nearly indepen­
dent of z, while the ©(Ha"') linear variation with z is largest 
near r = a, (3) the 1)9 in the inner core increases with r to a 
maximum value near r = a, (4) the us in the outer core decreases 
from this maximum as roughly half the u^ for the Couette flow 
in the encapsulant for no crucible rotation, and (5) there is no 

Fig. 3 Contours of v, and i/> for ttie forced convection produced by 
crystal rotation with Ha = 200. (a) v» = O.OSn, for n = 1 to 6. 
(b) i/r = -0.0002n, for n = 1 to 5. 

discontinuity in û  at r = a. The only differences between these 
contours of Vg and those for Ha = 50, 100 and 400 are that 
the Hartmann-layer thickness decreases and the core contours 
become more vertical as Ha is increased. 

The meridional motion is driven by the O(Ha" ' ) linear varia­
tion of vg with z and by the jumps in Vg across the Hartmann 
layers, and both of these driving forces increase from zero as 
r changes from either 0 or 1 to a. Therefore the meridional 
circulation is centered near r = a, but there is no axially elon­
gated circulation inside the parallel interior layer at r = a. 
Without the 0 ( 1) i// inside the parallel interior layer for silicon 
growth with a free surface, we expect the minimum value of 1/' 
to vary as Ha" ' , once Ha is large enough for the asymptotic 
solution to be vahd. In a plot of In \\jj\ versus In (Ha) using 
results for Ha = 1, 10, 25, 50, 75, 100, 150, 200, 300, and 400, 
the slope changes smoothly from about -0 .5 at Ha = 50 to 
about -0 .7 at Ha = 400. Clearly Ha must be much larger than 
400 for the slope of -1 .0 predicted by the asymptotic solution. 
The asymptotic solution for the liquid encapsulated growth pre­
dicts a discontinuity between the positive and negative radial 
derivatives of D« at r = a in the inner and outer cores and 
predicts that this discontinuity is matched by the parallel interior 
layer with essentially zero thickness. Since the i\r of the parallel 
interior layer is roughly 3 Ha""^ or 0.15 for Ha = 400, the 
parallel layer is not actually thin for Ha = 400. Thus the plot 
ofvg versus r at a given value of z is dramatically smoothed near 
r = a from the discontinuous plot predicted by the asymptotic 
analysis. Since the 0 ( H a " ' ) linear z variation of ve is largest 
in both cores near r = a, this smoothing eliminates some of 
the strongest centrifugal pumping for finite values of Ha. There­
fore, as Ha is increased, the radial shrinkage of the actual inte­
rior layer near r = a creates more local core and core pumping, 
so that the magnitude of the minimum i/f does not decrease as 
fast as Ha" ' . The asymptotic solution provides good physical 
insights, but it does not provide quantitatively accurate predic­
tions until the value of H a " ' " is very small. 

Balance Between Buoyant and Forced Convections 
In this section we use an approximate temperature distribu­

tion in the melt in order to study the balance between the buoy­
ant and forced convections as a function of the crystal's angular 
velocity for various values of Ha. For Pe ^ 1, the dimensionless 
temperature r ( r , z) is governed by V^T = 0, where T is the 
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deviation of the dimensional melt temperature from the solidi­
fication temperature, normalized by (AT). In our approximate 
model: (1) we continue to assume that the crystal-melt and 
encapsulant-melt interfaces lie in the horizontal z = b plane, 
(2) we assume that there is no heat flux through the crucible 
bottom, (3) we assume that there is a uniform heat flux q 
through the vertical crucible wall to the melt, (4) we estimate 
the radiative and conductive heat transfer through the liquid 
encapsulant from measured temperatures for a typical InP pro­
cess (Bachowski et al., 1990; Prasad et al., 1994), (5) we use 
a heat balance for the entire melt to estimate the value of q, 
and (6) we linearize the equation for the radiative heat transfer 
because the temperature variations in the melt are much smaller 
than those in the furnace. With (AT) = qR/k, where k is the 
melt's thermal conductivity, the boundary conditions on T are 

0,4 

dT 
dz 

= 0, at z = 0, 1 ^ = 1, 
or 

at r = 1, 7 = 0 , at 

z = b for 0 s r < a, (13a-c) 

dT — = -Co - C.r, at z = b for a < r s 1, (13rf) 
dz 

where our estimated values Co = 0.709 and Ci = 0.347. This 
thermal model is qualitatively correct, but it misses some im­
portant aspects of the actual process for growing compound 
semiconductors, namely, (1) there is heat transfer through the 
crucible bottom, (2) the heat flux to the melt is not uniform, 
and the ability to tailor the distribution of the heat flux into the 
melt in order to tailor the buoyant convection is very important 
(Ma et al., 1996), (3) the crystal-melt and encapsulant-melt 
interfaces are not planar, and their actual shapes can signifi­
cantly affect the buoyant convection, and (4) an accurate radia­
tive heat transfer model for an actual furnace is needed. Our 
approximate T does give the approximate magnitude and char­
acteristics of the buoyant convection, and our current objective 
is to study the balance between the buoyant and forced convec­
tions. 

We used a separation-of-variables solution for T. For the 
buoyant convection, the stream function iph, normalized by 
UhR^, is governed by Eq. (8a) with/ = rdTldr and with the 
boundary conditions given by Eqs. (9). The isotherms for a = 
0.65 and b - 0.4 are presented in Fig. 4(a). The maximum 

Fig. 4 Temperature and associated buoyant convection for Ha = 100. 
(a) Isotherms T = O.OSn, for n = 1 to 10. (b) Streamlines ifib = 0.002n, 
for n = 1 to 6. 

Fig. 5 Streamlines for both forced and buoyant convections for 
Ha = 200. (a) Crystal rotating at 40 rpm: if) = -0.0003 and i/i = 0.002n, 
for n = 0 to 7. (b) Crystal rotating at 80 rpm: i// = -O.OOIn, for n = 1 to 
5 and <// = O.OOSn, for n = 0 to 5. 

value of T is 0.516, and our approximate thermal model for a 
typical InP process indicates that this value corresponds to a 
maximum melt temperature which is 41 K above the solidifica­
tion temperature. The streamlines for the buoyant convection 
with this temperature and for Ha = 100 are presented in Fig. 
4(b). In the asymptotic solution for Ha ^ 1, all the vertically 
upward flow is inside the wall layer with an 0(Ha""^) radial 
thickness at r = 1, and there are no discontinuities at r = a 
(Hjellming and Walker, 1987). 

The stream functions for the forced and buoyant convections 
have been normalized with different characteristic velocities, 
namely U,„ and Ui,, respectively. We add the subscript / to the 
ip for the forced convection for e = 0 and henceforth we use i// 
to denote the total stream function normalized by U^R^, so that 

if/ = ijjh + \il/f, \ = 
U„. n^R 
U„ gp(AT) 

(Ua,b) 

For a typical InP process with /? = 5 cm, X = 0.143ft ,̂ with 
ft in radians/second. 

The streamlines with both forced and buoyant convection for 
a = 0.65, b = d = 0.4, (aja) = 0.0154, e = 0, Ha = 200 and 
ft = 40 rpm or 80 rpm are presented in Fig. 5. For 40 rpm, i/f 
varies from -0.000656 to 0.0159, where negative and positive 
values reflect the clockwise forced convection and the counter­
clockwise buoyant convection, respectively. Clearly the forced 
convection is very small and is confined to a very thin region 
directly below the crystal-melt interface. There is radially out­
ward flow over the entire crystal-melt interface, but it is very 
weak and very local. For 80 rpm, ip varies from -0.00613 to 
0.0156, so that the forced convection is still smaller than the 
maximum buoyant convection. However, the forced convection 
is now strong enough to block the buoyant convection and to 
confine it to the region for 0.7 < r < 1. 

The asymptotic solutions predict that;///, is 0(1) and that i/// 
is 0(Ha~'). This would mean that ft must vary as Ha'" in 
order to maintain the same balance between the forced and 
buoyant convections as the magnetic field strength is increased. 
We have already seen that i///does not decrease as fast as Ha"' 
for Ha = 50 to 400. In addition, the maximum values of ij/b are 
0.01093, 0.01386, and 0.01595 for Ha = 50, 100, and 200, 
respectively, while the maximum value for Ha > 1 is i)^/8 = 
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0.02 (Hjellming and Walker, 1987). The largest value of rdTI 
9r = 1 at r = 1. In the asymptotic solution, the wall layer has 
essentially zero thickness, so that there are no viscous forces 
opposing this large driving term at r = 1. In reality the wall-
layer Ar is roughly 0.15 for Ha = 400, so that viscous effects 
greatly reduce the local maximum of the buoyant convection. 
Again, asymptotic predictions are only accurate when the value 
of Ha~"^ is very small. For Ha = 50, the streamline patterns 
are very similar to those in Figs. 5(a) and 5(ZJ) for J7 = 20 
rpm and 40 rpm, respectively. For Ha = 100, the patterns paral­
lel Figs. 5(a) and 5{b) for n = 30 rpm and 60 rpm, respec­
tively. These are only rough equivalences because we only pro­
duced streamline plots at 10 rpm intervals, but they illustrate 
that Q, must be increased as Ha is increased in order to maintain 
the same balance between the forced and buoyant convections. 

Concluding Remarks 
With an axial magnetic field, the EM damping of the forced 

convection is stronger than that of the buoyant convection. This 
difference occurs because the magnetic field has no effect on 
the temperature gradient driving the buoyant convection, but 
the magnetic field reduces the axial variations of vg outside the 
Hartmann layers, thus reducing the part of the centrifugal force 
which cannot be balanced by a radial pressure gradient. The 
remaining large axial derivatives of Ve are inside the Hartmann 
layers where the large viscous forces oppose the centrifugal 
force. Lee et al. (1984) describe a flow with the buoyant convec­
tion blocked by the forced convection and confined to an outer 
region as a favorable flow for crystal growth. To maintain this 
pattern for liquid-encapsulated crystal growth with a strong 
axial magnetic field would require large crystal rotation rates, 
e.g., 40 to 80 rpm. A typical crystal rotation rate for InP growth 
is 4 rpm, for which the forced convection would be negligible. 

A crystal grown with a rotation rate of 80 rpm might not be 
better than one grown at 4 rpm. From Fig. 3(a), we see that 

ior a :& r rs \. (15) 
dr 

< 0 , 

Therefore a Taylor-like instability will occur in the outer core 
at some crystal rotation rate. Such an instability would lead to 
an unsteady, nonaxisymmetric melt motion, and the purpose of 
the magnetic field is to eliminate unsteady, nonaxisymmetric 
motions. Because of the strong axial magnetic field, such an 
instability would be quite different from the classical Taylor-
Couette instability leading to a steady axisymmetric flow with 
axially stacked azimuthal vortices. Azimithal vorticity is 
strongly damped by an axial magnetic field, but axial vorticity 
with an axial field has very weak electromagnetic damping. 
Therefore a magnetically damped Taylor-like instability would 
involve axial vortices which are convected with the azimuthal 
motion, so that the flow would be unsteady and nonaxisymme­
tric. We will investigate the stability of the azimuthal motion 
in a future paper. 
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Introduction 
Bluff bodies have large dynamic drag resulting from separa­

tion of the flow over the body, A large number of studies on 
dynamic drag were concerned with bluff bodies placed trans­
versely in a stream (e.g., Goldstein, 1965; Bearman, 1980). 
Numerous researchers have performed experiments on a circular 
cylinder in crossflow due to its importance from a practical 
viewpoint (e.g., Roshko, 1955; Bearman, 1965; Bearman, 1967; 
and Zdravkovich, 1981). In the case of a circular cylinder in 
crossflow, the drag coefficient Co is almost 1.2 in the range of 
a Reynolds number. Re = 10'' ~ 10^ (based on the cylinder 
diameter D, the uniform stream velocity U„ and the kinematic 
viscosity v of air). The author and coworkers (Aiba and Wata-
nabe, 1997; and Aiba and Hoshino, 1997) have reported a new 
method for the reduction of the fluid drag of a circular cylinder. 
In this case, the bluff body consisted of a flat surface and a 
circular surface. The flat surface was oriented transversly 
against the uniform flow. When the curvature of the shear flow 
from the normal surface equals that of the circular surface, a 
reduction of the fluid drag (Co = 0.6) can be realized when 
the Reynolds number is larger than the critical Reynolds number 
Re > Rcc (critical Reynolds number = 2.5 X 10"*). 

The main objective of this work is to show also that the drag 
of a sphere, which is very common axially symmetric bluff 
body, may be reduced by the same method used for a circular 
cylinder, although significant differences exist between the flow 
fields around a sphere and a circular cylinder (Bearman, 1980). 
As shown in Fig. 1, the test model consisted of a flat surface 
and a spherical surface. The body was placed with its flat surface 
normal to the stream. The height of the portion of body removed 
from the sphere is equal to D/2(l - cos 0^), where 6, is the 
angular position of cutting surface (in the case of a sphere, 9, 
- 0 deg) and D the diameter of sphere. Here, ,̂, ranged from 
0 deg to 75 deg and Re from 4 X 10" to 5.75 X 10*. 

Uo 

' Professor, Department of Meciianical Engineering, Akita Technical College, 
Akita Oil, Japan. 

Contributed by the Fluids Engineering Division of THE AMERICAN SOCIETY OF 
MECHANICAL ENGINEERS . Manuscript received by the Fluids Engineering Division 
July 10, 1997; revised manuscript received May 4, 1998. Associate Technical 
Editor: P. W. Bearman. 

Fig. 1 Test section and coordinate system 

Experimental Apparatus and Procedures 

The blow-down tunnel used in the present experiments has 
a rectangular test section 325 mm high and 225 mm wide (Aiba 
and Watanabe, 1997). The free-stream turbulence intensity is 
kept under 0.003 throughout the experiments to avoid the effect 
of the free-stream turbulence on the bluff body flow (Sovran 
et a l , 1978). The test models employed in this study were 
produced by cutting one side of a stainless steel sphere with a 
plane parallel to the y axis as shown in Fig. 1. A test model 
with D = 34.94 mm was used for the measurements of the drag 
coefficient and the flow visualization. The normal surface of 
the models was situated transversely to the direction of the x 
axis. The height of the portion of body removed from the sphere 
was equal to Z>/2(1 - cos tf^), where d^ is the angular position 
(for the sphere, Q, = 0 deg). Angles of Q, = 0, 10, 20, 30, 40, 
45, 48, 50, 51, 53, 55, 60, 70, and 75 deg were used. The test 
models were carefully polished, especially around the intersec­
tion between the normal surface and the curved one. For the 
drag tests, each model was attached to the wind tunnel balance 
with 0.2-mm-diameter piano wires. The total drag of the test 
body including the wires was measured by an electron balance 
(capacity of 0.1 ~ 2100 g). The calibration of the measuring 
system was also done according to the force in the direction of 
the y axis as shown in Fig. 1 by a wire balancing the standard 
weight. The corrections for the fluid drag coefficient Cu„ of the 
wires inclined against the uniform flow at the angle of a deg 
were made according to the following relation (Hoerner, 1958). 

Co^ = 1.1 s i n ' a + 0.02 

The corrections for the wires were about 10 percent of the total 
drag throughout the experiments. 

The oil flow pattern method was used for the flow visualiza­
tion over the surface of the models. 
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Results and Discussions 

The results for the drag coefficient C^ { = DJQ.5pUl- S, 
where D^ is drag, p density of air and S (=7rZ)^/4) cross-
sectional area) are shown as a function of 6^ for Re = 5.75 X 
10* in Fig. 2. For 9, = 0 deg (sphere), Co is almost identical 
with that value quoted by Schlichting (1968). Co decreases 
gradually with increasing 9^ in the range 0 deg S ^̂  < 45 deg. 
At about 9, g 45 deg it drops sharply, and it takes a minimum 
value of 0.114 at around 9, = 53 deg. At 9s > 53 deg, Co 
increases rapidly with increasing 9,. A result (Co = 1.17) of a 
hemisphere (Hoemer, 1958) is also shown. In the range Re = 
4.0 X 10" ~ 5.75 X 1 0 \ Co does not depend on Re, although 
the results are not shown. Therefore, it is considered that the 
behavior of the flow around the test body does not change 
considerably with Re. 

Figure 3 displays the variations of the separation point ob­
served by the oil flow pattern method with 9^ for Re = 5.0 X 
10*. When 9^ = 0 deg, the separation point 9p takes the value 
of 79 deg, which is 1 deg smaller than the result obtained by 
Taneda (1978). The boundary layer along the surface from 9, 
to 9p is laminar, in the range 9,, = 0 deg ~ 40 deg. However, 
9,, increases slightly with increasing 9, in the neighborhood of 
9s = 40 deg. In the range 45 deg S 5, ^ 53 deg, the laminar 
boundary layer along the surface of the sphere becomes turbu­
lent and the separation point 9p moves rapidly with increasing 
9,, in the downstream direction. The separated region behind the 
spherical region decreases, resulting in the decrease of Co- The 
laminar boundary layer exists from the edge to the beginning 
of the turbulent boundary layer and the range of the laminar 
layer does not change significantly with 9,, and is approximately 
14 deg. On the other hand, the region of the turbulent boundary 
layer, which ranges almost from 26 deg to 30 deg, increases 
with increasing 9,,. When S,, = 53 deg, the separation point dp 
of the turbulent boundary layer is located at about 98 deg. At 
9s = 55 deg, the laminar boundary layer from the edge men­
tioned above cannot be recognized. However, it can be observed 
that the shear layer separated from the edge reattaches at approx­
imately 9 = 68.6 deg and makes the transition to a turbulent 
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Fig. 2 Variations of Co with 0, at Re = 5.75 x 10'' (statistical uncertainty: 
±6 percent for the drag fluctuations) 

Fig. 3 Variations of separation point with 0, for Re = 5.0 x 10" (uncer­
tainty: ±3.5 percent for the mean values of dp) 

boundary layer. The range of the turbulent layer is almost 18 
deg and is narrower compared with those for 9, = 45 deg ~ 
53 deg. When .̂, > 55 deg, the shear layer shed from the edge 
does not reattach to the spherical surface and separation occurs 
at the edge of the flat surface. A stagnant flow region in the 
range of 25 deg from 9s for the case 9s = 70 deg is observed. 
The separation points from the edge of the flat surface are shown 
when 9s > 55 deg in the figure. 

The behavior of CD in the range 9s = 0 deg ~ 53 deg may 
be explained from the results of the visualization as follows. 
The tendency that Co decreases gradually with increasing 9s in 
the range 0 deg g 5., < 45 deg shows that the separation point 
9p moves in the downstream direction with the increase of 9s, 
although the variation of the 9p is very small throughout that 
range. The separation point of the turbulent boundary layer 
moves in the downstream direction and CD decreases rapidly 
with increasing 6*, in the range 45 deg S 6 S 53 deg. When 9s 
= 53 deg, the separation point is located at about 6 = 98 deg 
and Co takes a minimum value of 0.114 (corresponding to about 
25 percent of Co for the sphere). In this case, the curvature of 
the shear flow from the normal surface equals that of the sphere. 
In the range 9s > 55 deg, Co increases sharply, caused by the 
direct separation from the edge of the normal surface, and by 
the increase of the area of the normal surface in proportion to 
sin^ 9s. 

Conclusions 

The drag coefficient Co of models which consisted of a nor­
mal surface to the flow direction and a curved spherical surface 
have been measured and the following conclusions are drawn: 

(1) A turbulent boundary layer exists on the spherical sur­
face in the range 45 deg S 9, S 55 deg. The separation point 
moves in the downstream direction with increasing 9s in the 
range 45 deg S 9s S 53 deg. 

(2) CD takes the minimum value (corresponding to approx­
imately 25 percent of Co for the sphere) when 9s = 53 deg, 
independent of the Reynolds number in the analyzed range 4 
X 10* ~ 5.75 X 10*. 
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